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Our understanding of the large-scale population dynamics of neural
activity is limited, in part, by our inability to record simultaneously
from large regions of the cortex. Here, we validated the use of a
large-scale active microelectrode array that simultaneously records
196 multiplexed micro-electrocortigraphical (WECoG) signals from
the cortical surface at a very high density (1,600 electrodes/cm?). We
compared wECoG measurements in auditory cortex using a custom
“active” electrode array to those recorded using a conventional “pas-
sive” wECoG array. Both of these array responses were also compared
with data recorded via intrinsic optical imaging, which is a standard
methodology for recording sound-evoked cortical activity. Custom
active uECoG arrays generated more veridical representations of the
tonotopic organization of the auditory cortex than current commer-
cially available passive wECoG arrays. Furthermore, the cortical
representation could be measured efficiently with the active arrays,
requiring as little as 13.5 s of neural data acquisition. Next, we
generated spectrotemporal receptive fields from the recorded neural
activity on the active pECoG array and identified functional organi-
zational principles comparable to those observed using intrinsic met-
abolic imaging and single-neuron recordings. This new electrode
array technology has the potential for large-scale, temporally precise
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monitoring and mapping of the cortex, without the use of invasive
penetrating electrodes.

electrocorticography; wECoG; auditory cortex; topography; tonotopy

FUTURE LARGE-SCALE BRAIN RECORDINGS in humans and experi-
mental-animal models require methodologies that yield high
temporal and spatial precision of recordings across large cor-
tical surface areas in a minimally invasive manner. These
applications also could benefit from techniques that allow for
rapid simultaneous, continuous data acquisition from large
cortical surface areas. However, the resolution and coverage of
all current electrode arrays in development for such applica-
tions has been limited by the constraint that each electrode is
individually connected to external systems. The volume and
bulk of these connections typically limit implanted arrays to
tens of electrodes in small animals covering a relatively small
area.

Emerging new technologies for recording subdural electrical
potentials [micro-electrocortigraphical (wWECoG)] could in the-
ory accommodate the above application problem. However, to
scale surface arrays to hundreds of electrodes, conventional
electrode designs require extremely fine pitch wires, which are
not reliably reproducible. Furthermore, as the number of wires
increases, chronic implantation becomes increasingly difficult,
if not impossible, due to the size, weight and bulk of the
connectors and wiring. In principle, multiplexed electrode
arrays can scale to higher channel counts with only a small
increase in the number of required interface wires.
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Table 1. Comparison of prior nECoG and wECoG investigations of auditory cortex
No. of No. of Cortical Surface Approximate Sampled

Study Electrode Type Electrodes Wires Resolution, um Cortical Area
Ogawa et al. 2011 Penetrating 64 64 450 2mm X 1 mm
Takahashi et al. 2003 Surface uECoG 69 69 250 2 mm X 2 mm
Owens et al. 1995 Surface uECoG 25 25 210 I mm X 1 mm
Besle et al. 2011 Surface uECoG 127 127 10,000 Up to 127 cm?
Pasley et al. 2012 Surface uECoG 64 64 4,000 10 cm?
Present study Surface uECoG 196 29 250 3.5 mm X 3.5 mm

MECoG, micro-electrocortigraphical.

Here, we validated and demonstrated the utility of a new
flexible, multiplexed electrode array that enables practical
interfaces with hundreds to potentially thousands of electrodes
using a small number of external connections, feasible for
chronic implantation. Configuration differences between our
custom active, multiplexed electrode wWECoG array and com-
parable arrays used previously are summarized in Table 1.
Prior studies have exclusively used passive electrodes, with
limited numbers of electrodes (<100) and limited cortical area
coverage (<4 mm?). In contrast, this custom active electrode
array was designed to record wECoG potentials with fine pitch
spacing (250 wm) and large area coverage (12.3 mm?) in a

A 80 um

Doped silicon transfer, Flrst Iayer Second layer

design that can be readily scaled to cover larger areas. This
array provides similar cortical area coverage with higher spa-
tial resolution mapping than our laboratory’s previously dem-
onstrated devices (Viventi et al. 2011).

This improvement was enabled by a novel flexible tran-
sistor design (Fig. 14, first panel). Importantly, by integrat-
ing active circuitry directly into the subdural array, we were
able to buffer and multiplex the signal outputs, which
improved the signal quality and dramatically reduced the
number of required interface wires: in this work, we inter-
faced 196 electrodes using only 29 wires. This small number
of wires will be critical for future applications, including

Fig. 1. Micro-electrocortigraphical (WECoG)
recording array and technical details of elec-
trode array fabrication. A: microscope im-
ages of the fabrication process at each layer.
Top left: "U“-shaped silicon nanoribbons
Output transfer-printed to the flexible polyimide

substrate are shown. Top middle: the first
_ metal layer provided horizontal row select

U-shaped Si define =% metallization —>  metallization
+V
:Ti“E. BCods (& __ r-: . ___-_-_--_--:-':"" Row select
|[t load TR i [ | f
5 BN Bss ' Electrode
N i ]

Metallization for
electrode
B connection

—_ Encapsu[gtion;
Pt deposition

Load TR K

Multiplexing

signals, connections to upper layers for the
electrode input, and source/drain contacts. Top
right: the second metal layer provided connec-
tions for the common power wire and shared
column output line. Bottom left and bottom
middle: subsequent metal layers and encapsu-
lation layers provided connection between
the surface electrodes and the load transistor
(Tr) as well as protection for the active
circuit elements from biological fluids. Bot-
tom middle: lastly, a final encapsulation
layer and Pt electrode deposition step final-
izes the device. Bottom right: schematic cir-
cuit diagram of a single unit-cell containing
two matched Tr. B: the 14 X 14 organization
of the electrodes in the wECoG recording
array. The inset shows a magnified view of a
3 X 3 region of the array. C: the recording
array on the lateral surface of a rat’s brain is
shown. Pt, platinum.
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chronic implantation and recording from high-resolution
arrays in freely behaving animals.

Current methodologies fail to record continuous cortical
responses with a high degree of spatial and temporal resolution
over a large cortical surface area; thus here we explore the
possibility that wECoG recording technologies can fill this
methodological gap. Fourier intrinsic optical imaging (IOI)
methodologies successfully measure metabolic responses to
tones with a high degree of spatial resolution across a large
cortical area; however, due to the slow time course of the
metabolic response, 101 is not ideal for measuring cortical
responses with high stimulus evoked timing precision
(Kalatsky et al. 2005; Kalatsky and Stryker 2003). Further-
more, despite its high spatial resolution, data acquisition for
101 is relatively slow, requiring tens of minutes to generate
cortical response maps. Six tonotopically organized auditory
cortical fields have been identified with IOI in the rat temporal
cortex (Kalatsky et al. 2005; Polley et al. 2007). Metabolic and
spike rate-based tone-frequency responses obtained with 101
and penetrating electrode multiunit recordings are correlated
and have a similar spatial resolution for topographic organiza-
tion (i.e., tonotopy) (Kalatsky et al. 2005; Storace et al. 2011).
In the present study, utilizing our custom wECoG array, we
find average pure-tone evoked wECoG responses are corre-
lated with IOI pure-tone responses, and the two methodol-
ogies yield similar response spatial resolution and tono-
topies in multiple rat auditory cortical fields. Furthermore,
we demonstrate that the tonotopic organization can be
measured quickly at high spatial resolution, with as little as
13.5 s of data acquisition time.

Primary (A1) and ventral nonprimary auditory cortical fields
have unique ascending glutamatergic pathways that could alter
the timing precision of their responses to dynamic sounds
(Storace et al. 2012). Here, we used active wECoG array to
record continuous cortical responses to dynamically modulated
sounds and demonstrated novel differences in response timing
precision in A1l vs. ventral nonprimary auditory cortical fields
of the rat. Temporally precise responses of auditory pathway
neurons can be quantified by playing continuous 10-min-long
segments of dynamic moving ripple (DMR) noise sounds and
reconstructing the spectrotemporal response field (STRF) (Es-
cabi and Read 2005). A similar approach has been used to
record STRFs in Al of rodents previously (Geffen et al. 2011;
Linden et al. 2003; Machens et al. 2004). This approach also
has been adapted to quantify temporally precise Al local field
potential responses with wECoG arrays (Owens et al. 1995;
Takahashi et al. 2003). Here, we assess temporally precise and
reliable wECoG STRFs in Al, ventral auditory field (VAF),
and a region dorsal to Al. Significant STRFs were obtained
with puECoG in Al and the region dorsal to Al, indicating a
high degree of temporally precise (synchronized) responses to
DMR. In contrast, few significant STRFs were evident in VAF.
Thus there is a higher timing precision of responses in Al than
VAF as predicted based on glutamateric pathway differences.
These findings suggest that this new wECoG array technology
has the potential for large-scale, temporally precise continuous
monitoring and functional mapping of sound responses in
multiple cortical fields, without the use of invasive penetrating
electrodes.

MATERIALS AND METHODS
Animals and Surgical Procedures

Surgeries and brain recordings were carried out in a total of six
adult male rats (Brown Norwegian). Responses were recorded with
our custom active wECoG array in three of these rats and with a
commercially available passive wECoG array (NeuroNexus Technol-
ogies, Ann Arbor, MI) in the remaining three animals. Anesthesia was
induced with a cocktail of ketamine (12—60 mg/kg), xylazine (1.25-7
mg/kg), and acepromazine (0.25-0.5 mg/kg) and was maintained in a
stage III, plane II of general anesthesia with pentobarbital sodium
(20-50 mg/kg intraperitoneally) for surgical and experimental proce-
dures. Anesthesia was supplemented as needed to maintain areflexia,
and anesthetic depth was monitored periodically via pedal reflex and
heart rate (electrocardiogram; GE Healthcare, Waukesha, WI). Once
the rats were anesthetized, we performed a tracheotomy and cistern-
magnum puncture. To minimize respiratory secretions and cerebral
edema, respectively, atropine sulfate (0.1 mg/kg) and dexamethasone
(0.25 mg/kg) were administered. The skull and dura were removed to
expose the temporal cortex in the right cerebral hemisphere. For the
intrinsic optical-imaging studies, the exposed brain was covered with
agar and sealed with a glass coverslip. Following the imaging studies,
the coverslip and agar were removed, and the wECoG electrode array
was placed directly on the cortical surface. All housing and experi-
mental procedures were done according to the approved guidelines of
the Institutional Animal Care And Use Committee at the University of
Connecticut and in accordance with National Institutes of Health and
American Veterinary Medical Association guidelines.

Auditory-Stimulus Delivery and Design

Auditory stimuli were delivered binaurally with a closed calibrated
audio system. The stimuli were generated off-line with custom C* ™
or MATLAB (The Mathworks) software at a rate of 98 kHz or 96
kHz, 24-bit resolution, and delivered with a dynamic drive (Beyer DT
880, custom housing). The closed-speaker system was calibrated at
the rat’s ear with a 400-sample finite-impulse response inverse filter
that was implemented on a RX6 multifunction processor (Tucker-
Davis Technologies). The close-field system was linear (input-output
coherence >0.95) and had a flat frequency response between 1 and 47
kHz (%3 dB). During the wECoG-array recordings, auditory stimuli
were delivered at 96 kHz with a DIGI 9652 (RME) professional audio
card connected optically to an ADI-8 DS digital-to-analog converter
(RME). When the optical-imaging data were collected, auditory
stimuli were delivered with a Lynx Studio Technology audio card at
98 kHz.

Auditory Stimuli

To assess tone responses with IOI, auditory stimuli delivered
included 16 pure-tone pips (5-ms rise time, 50-ms duration, a 250-ms
intertone interval). All tones were presented at a single sound level [45
dB, sound pressure level (SPL)]. Pure-tone pip sequences were
presented as ascending (2-32 kHz) or descending (32-2 kHz) (0.25-
octave steps) sequences that repeated for continuous acquisition of
IOIs. The responses from the pure-tone stimuli were used to calculate
the best frequency (BF; see below).

To assess pure-tone responses with wECoG potentials, auditory
stimuli delivered included pure-tone pips (5-ms rise time, 50-ms
duration). Tone pip frequency and sound level were varied between
1.4 and 45 kHz (Y5-octave steps) and 5 and 85 dB SPL (10-dB steps),
respectively. Each frequency and level combination was delivered six
times in a random interleaved order at a rate of 3.3 Hz (300-ms
intertone interval). The responses from the tone-pip stimuli were used
to calculate the frequency response area (FRA), BF, and bandwidth
(BW, see below).
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To assess uECoG STRFs, the auditory stimulus was a continuous
(10-min duration) DMR noise (Escabi and Schreiner 2002). The DMR
was generated digitally at a sampling rate of 96 kHz with 24-bit
resolution in MATLAB. The DMR was a continuous time-varying
broadband sound that covered the frequency range between 1 and 48
kHz. At any instant of time, the DMR had a sinusoidal spectrum; the
density of the spectral peaks was determined by the spectral-modu-
lation frequency (0—4 cycles/octave). The peak-to-peak amplitude of
the ripple was 30 dB. The DMR also contained temporal modulations
that were controlled by varying the temporal-modulation frequency
(0-25 Hz). Both the spectral and temporal parameters varied ran-
domly and dynamically; the maximum rate of change for these
parameters was 0.25 Hz and 1 Hz, respectively. This variability in the
spectral and temporal properties provided an opportunity to probe the
temporal and spectral acoustic space in an unbiased manner. DMR
was delivered binaurally at 80 dB SPL (65 dB spectrum level per 5
octave), twice (20 min total) during each recording session.

Brain Recordings

Below, we discuss /) the construction of and recording methodol-
ogy for our “active* multiplexed wECoG array; 2) the recording
methodology for a conventional technology “passive* NeuroNexus
MECoG array; and 3) the recording techniques for the IOI.

Active wWECoG array. To enable a high-resolution interface with
large areas of the rodent brain, we developed an array of cortical-
surface electrodes using flexible silicon electronics technology (Fig.
1). Active electrode arrays were fabricated using a multilayer process
(Fig. 14). Doped silicon nano-ribbons (~260 nm) were located in the
first layer through the use of transfer-printing technology. The array
was composed of 392 silicon nanomembrane transistors. A unique
“u-shaped* silicon nanomembrane (Fig. 1A, first panel) allowed the
source of the buffer transistor to be connected to the drain of the
multiplexing transistor through a continuous doped region, without
using the metal layers above. This enabled the row-select signal (Fig.
1A, first layer metal) to pass over the oxide-insulated source and drain
regions. Because this u-shape efficiently used the available space, we
could design an electrode that had a dense packing of electrodes (Fig.
1B, inset), while maintaining large feature sizes that were easier to
fabricate. The active matrix circuit design contained two transistors
per unit-cell (Fig. 1A, bottom right). The buffer transistor, which was
connected to the electrode, buffered the wECoG signals. The multi-
plexing transistor allowed all of the electrodes in the same column to
share a single output wire (Fig. 14, second layer metal). Flexible
transistors were fabricated using high-quality single-crystal silicon,
enabling high-speed multiplexing (<5 us) and sampling rates (>10
kS/s) (Viventi et al. 2010) and very low multiplexer cross talk (less
than —65 dB) (Viventi et al. 2011).

Subsequent horizontal and vertical metal interconnect layers were
insulated using layers of polyimide (~1.2 wm, Sigma Aldrich).
Additional polymeric encapsulation layers (Fig. 1A, metallization for
electrode connection; polymide and epoxy, ~1.2 wm and ~4 um)
with an offset vertical interconnect-access structure prevented electri-
cal-leakage currents when the device was immersed in highly con-
ductive media. As a final step, platinum (~50 nm) was evaporated and
deposited onto the electrodes’ surface to reduce their impedance (Fig.
1A, encapsulation and Pt deposition) (~45 kQ at 1 kHz). Detailed
fabrication procedures have been described previously (Viventi et al.
2010, 2011).

We manufactured a puECoG-recording array with 196 electrodes
that were organized into a 14 X 14 matrix (Fig. 1, B and C). Each
surface electrode was 200 X 200 wm, with 50-wm spacing between
each recording site, yielding a center-to-center distance of 250 um.
The total size of the recording area was ~3.5 X 3.5 mm. The overall
thickness of the multilayer structure composing the electrode array
was ~25 um. Using multiplexing circuitry, each recording site was
sampled discretely; the 196-channel recording array required only 29

interface wires. These wires were connected to a custom data acqui-
sition system (Viventi et al. 2011) through a flexible anisotropic
conductive film (Elform).

The multiplexed analog signals from the uECoG array were
synchronously sampled at 125 kS/s using a custom data-acquisition
system (Viventi et al. 2010, 2011) with four data-acquisition cards
(PX1-6289, National Instruments). Neural (voltage) signals were re-
corded relative to a reference electrode that was attached to each
animal.

To reduce the recording noise, multiple samples (n = 30) were
collected and averaged at each recording (electrode) site before
sampling wECoG activity at the next recording site. The 14 row select
signals of the multiplexed electrode array were cycled at ~8.928 kHz
to sample all of the electrodes on the array, yielding an effective
sampling rate of ~297.6 Hz per active electrode. All of the 14
electrodes in a given column were sampled sequentially. The multi-
plexer output settled in less than 5 ws. With improvements in the
design of our data acquisition system, the multiplexing rate could be
increased to enable sampling rates higher than 14 kS/s per electrode.
Here, data were acquired, demultiplexed, filtered (analog high-pass
filter at 0.007 Hz), stored, and displayed in real-time using custom
LabVIEW software (National Instruments).

Custom passive WECoG array. In three separate animals, we
recorded neural activity with commercially available passive uECoG
arrays (NeuroNexus; E32-300-20-50). Unlike the active transistor
MECoG arrays designed here, the NeuroNexus is a passive uECoG
array containing 32 electrodes arranged into 4 columns and 8 rows
with 300-wm contact spacing and contact diameter of 50 wm
(1,963-um contact area). Neural data were acquired for these arrays
with a TDT Z-series system (PZ2-128 amplifier and RZ2 processor)
at a sampling rate of 2 kHz. Note that the custom array covers a larger
area, with higher spatial resolution, and a larger number of electrodes
than the commercially available array used in this study. This will
impact on extent and possibly resolution of response topographies.
Hence, site-by-site comparisons are made between IOl and array
responses in the RESULTS section.

I01. Al and secondary auditory cortical fields differ in average
sound-response properties and the topography of these response
properties as demonstrated with multiunit penetrating electrode and
I0I methodologies (Funamizu et al. 2013; Higgins et al. 2010;
Kalatsky et al. 2005; Polley et al. 2007; Storace et al. 2011). Tone
responses obtained with IOI and multiunit penetrating electrodes are
correlated and have similar tonotopic organization (Escabi et al. 2007;
Kalatsky et al. 2005; Storace et al. 2011). Here, IOI was used as it
provides a larger area of response acquisition coverage in a shorter
amount of time than penetrating electrode arrays. Fourier methods
were used to extract the phase and magnitude of the intrinsic meta-
bolic response to continuous (and periodic) auditory stimuli, as
described in detail elsewhere (Kalatsky et al. 2005). After preparing a
rat and positioning the earbars and speakers, a Dalsa 1M30 CCD
camera (512 X 512 pixel array) was focused on the cortical surface.
The cortex was illuminated with green-wavelength (547 = 10 nm)
light to obtain a 4.6 X 4.6 mm? image of the surface blood vessels.
Next, the focal plane was translated down by 650 wm, and the
reflectance of red-wavelength light (605 = 10 nm) was recorded while
diotically presenting the tone sequences. Because ascending and
descending tone sequences yielded similar IOI frequency topogra-
phies, the hemodynamic delay was corrected by subtracting the
ascending and descending maps to create a frequency difference
tone-response map (Higgins et al. 2010; Kalatsky et al. 2005). To
reduce the pixel variability, tone-response maps were Gaussian fil-
tered (SD = 162 um), as described previously (Storace et al. 2011).
Note that tone-responses obtained with IOI were at a single binaurally
matched low sound level (45 dB SPL). Using this high correlation
between the multiunit BFs and IOI BFs is obtained whether consid-
ering unit-response BF estimates from a single matched SPL or from
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the entire unit-response FRA (Higgins et al. 2008; Kalatsky et al.
2005; Storace et al. 2011).

Data Analysis

Calculating BF and BW from wECoG FRA. FRAs were computed
from the continuous wECoG data. We collected wECoG data while
tone pips, which varied in frequency and sound level, were delivered
to a rat. For each recording site, we computed the average response to
each tone-pip across six trials over a window of 300 ms following
tone-pip onset. The FRA was obtained by calculating the average
peak-to-peak voltage value as a function of tone frequency and sound
level.

For each recording site, a FRA was significant if the FRA-data
samples exceeded a significance criterion of P < 0.001. Samples that
did not meet this significance requirement were set to a value of zero.
As a null hypothesis, we assumed that the wECoG signal had equal
power but occurred randomly with respect to the tone pips. We
simulated this scenario by creating a random “noise” FRA (nFRA).
This nFRA was created by first randomizing the wECoG signal’s
phase spectrum. This phase randomization preserved the power spec-
trum of the original signal and thus generated a noise response that
was temporally uncorrelated with the tone pips. Next, the nFRA was
computed as described above for the original data. This procedure was
bootstrapped (50 iterations), and the samples from the nFRAs formed
a reference-noise distribution. Because nFRA samples were normally
distributed (x* test, P < 0.01), we required that the original FRA
samples exceeded 3 SDs of the nFRA to achieve a significance level
of P < 0.001. Using only those significant FRA samples, a recording
site’s BF was defined as the center-of-mass of the FRA at 65 dB SPL.
This sound level was chosen because significant responses could be
measured across the majority of recording sites of the array at this
SPL. The BW of the tone FRA was measured as twice the SD of
tone-frequency response at 65, 75, or 85 dB SPL.

Determining cortical field boundaries and calculating BF from the
intrinsic optical image. The pure-tone BF estimates from the IOI were
obtained as described in detail previously (Higgins et al. 2010; Storace
et al. 2011). Here, the pure-tone BFs estimated from 101 and wECoG
array recordings were compared for data from the same cortical site
measured with each method. Our optical images were obtained at a
sound level of 45 dB, whereas wECoG data were analyzed at a sound
level of 65 dB. This was done because many of the cortical sites did
not exhibit statistically significant responses with wECoG at 45 dB
SPL, and thus BFs could not be obtained to compare against the 10I.
Consequently, there is a 20-dB difference in the sound level of the
tones used to estimate BF for the two methodologies. This is a
reasonable comparison, as our laboratory’s prior studies found mini-
mal differences in BFs between 45 and 75 dB in Al (Higgins et al.
2008). Likewise, BFs estimated from a single sound level in the IOI
are highly correlated with BFs estimated from the average of several
sound levels (Kalatsky et al. 2005). The cortical field boundaries
between Al, VAF, anterior (AAF), and suprarhinal auditory fields
(SRAF) were determined by the direction of the BF gradients in the
101, as described in detail elsewhere (Higgins et al. 2010) and by
others (Doron et al. 2002; Kalatsky et al. 2005; Rutkowski et al. 2003;
Takahashi et al. 2011). The active uECoG array covered Al, VAF
and AAF, whereas the passive wECoG array covered a smaller area
excluding AAF in some animals. Hence, detailed comparisons be-
tween IOl and wECoG estimates of BF were made for those locations
that overlapped with both recording methodologies.

Calculating and identifying reliable STRF's with the active nECoG
array. Additionally, for our activity wECoG array, we generated the
STRFs at each electrode site. Specifically, for each electrode site, a
STRF (558 frequency X 151 temporal samples) was computed from
the continuous wECoG signal that was collected while the DMR
stimulus was delivered to a rat. Because the auditory stimulus and the
MECoG signal were continuous, the STRF was generated by cross-

correlating the stimulus’ spectrotemporal envelope [STRF (7, X,)]
with the wECoG signal [r(?)]:

1
STRF(7, X;) = ;(r(t +17)-8(t, X)) )
N

where (-) is the time-average operator, X, is the octave frequency of
the kth frequency channel, and o% is the variance of the DMR
spectrotemporal envelope.

For each recording site, we identified statistically significant spec-
trotemporal samples of the STRF that exceeded a significance crite-
rion of P < 0.001. As a null hypothesis, we assumed that the wECoG
signal occurred randomly with respect to the DMR stimulus. We
simulated this scenario by creating a random noise* STRF (nSTRF).
This nSTRF was generated by first randomizing the wECoG signal’s
phase spectrum. The resulting signal’s power spectrum was identical
to the original wECoG signal but had a random temporal response.
Next, we cross-correlated this phase-randomized signal with the
stimulus’ spectrotemporal envelope (using Eq. 7). This procedure was
bootstrapped (50 iterations), and the samples for each of the nSTRFs
formed a reference-noise distribution. Because the nSTRF samples
were normally distributed ()(2 test, P < 0.01), we required that the
original STRF samples exceed 3 SDs of the nSTRF to achieve a
significance level of P < 0.001.

For any given trial of the DMR, ~84 STRF samples (151 temporal X
558 spectral samples X 0.001 = 84.3 samples) were false positives;
that is, they exceeded the significance level of P < 0.001 by chance.
Whereas such samples exceeded the significance criterion, they did
not satisfy the primary objective of identifying STRFs that had
reproducible auditory responses. To overcome this issue, we com-
puted a “reliability” index (RI) that identified STRF samples with
significantly reproducible structure. The RI was calculated by first
segmenting the continuous wECoG response into 60-s-long segments
(20 segments total). One-half of the 60-s segments were selected at
random, and two STRFs were generated with each half of the data
(STRF, and STRFy). This procedure was bootstrapped 500 times. For
each iteration and as a function of each sample, we computed the
correlation coefficient between STRF, and STRFg. RI was defined as
the average correlation coefficient across all bootstrap iterations. RI
values near 1 indicated that a STRF sample was highly reliable. In
contrast, RI values near 0 indicated that the STRF sample was not
reliable. Finally, a recording site was defined to contain a “significant
response” only if the RI exceeded chance reliability. To calculate this
probability, the RI was first calculated from the phase-randomized
MECoG signal. Using the distribution of RI measurements obtained
for this phase-randomized wECoG, reliable sites were identified at a
significance level of P < 0.01. Only those recording sites that
contained a significantly reliable response were considered for further
analysis.

ESTIMATING STRF PARAMETERS. The preferred spectral and tem-
poral modulation of a recording site was estimated from the ripple-
transfer function, which was the two-dimensional Fourier transform of
a significant STRF. The spectral- and temporal-modulation transfer
functions were calculated by /) collapsing the ripple-transfer function
relative to its spectral and temporal dimensions, respectively, and 2)
then normalizing each function for a maximum gain of one. The
“best” spectral and temporal modulations were the center-of-mass
values of these respective functions. The spectral-modulation upper-
cutoff frequency was the modulation frequency where the gain of the
spectral-modulation function was reduced by 3 dB (or equivalently to
50% of the maximum power). The temporal-modulation upper-cutoff
frequency was defined in an analogous manner. Details of the ripple
transfer-function analysis have been reported previously (Qiu et al.
2003; Rodriguez et al. 2010b).

Other response parameters were also measured directly from each
recording site’s STRF. The BF and “response delay” were defined,
respectively, as the frequency and temporal lag that corresponded to
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the maximum STRF value. Note that the STRF BF and the pure-tone
BF: 1) are generated from DMR and pure-tone auditory stimuli,
respectively, and 2) they are potentially different in that they reflect
temporally precise phase-locked activity to the DMR for the STRF vs.
the maximum firing rate to tones from the FRA, respectively. We also
estimated the BW and integration time of each STRF to characterize
the spectral and temporal resolution of each recording site. To esti-
mate these values, we first obtained a response time-frequency power
distribution by computing the squared magnitude of the Hilbert
transform of each STRF. Next, the spectral- and temporal-marginal
functions were calculated by collapsing this power distribution along
its spectral and temporal dimensions, respectively. The STRF “band-
width” was twice the SD of the spectral-marginal function, and the
STRF “integration time” was twice the standard deviation of the
temporal-marginal function (Rodriguez et al. 2010b).

Correlation between recording sites on the active WECoG array.
The correlation between two recording sites on the active wECoG
array was calculated by finding the cross-correlogram between the
concatenated wECoG signals that were elicited over the combined
first and second 10-min representations of the DMR stimulus (20 min
total). Given the measured neural response from sites k [s,(¢)] and [
[s/(1)], the cross-correlation was first obtained as

(5) = 2 [ L5~ s+ 7)o

where u, and u, are the mean values of the response. The normalized
correlation was then defined as

C (1_) o <P1<1(T)
Kl _Uka'/
Note that the cross-correlations (i.e., correlations between wWECoG
signals at different sites) reflected contributions of both signal and
noise correlations (i.e., neural variability, etc.). If the measured neural
responses contain both a sound-driven [signal, x(#)] and neural vari-
ability [noise, n(?)]:

Sk(t) = X, (1) + ni(1)
and the signal and noise are independent, it can be shown that:
@ () . @ (7)
gy

— Czi[gnal(q_) + Cz;:ise(q_)

CKI(T) - 040 O

Thus the normalized cross-correlation, in general, reflects both signal
and noise correlations from the measured response.

The significance of the correlation was calculated with a bootstrap
analysis: we independently randomized the phase of two uECoG
signals, which maintained their magnitude spectrum, and then calcu-
lated the correlation between these randomized signals. This process
was repeated 5,000 times to generate a distribution of correlation
values that we compared with the actual peak-correlation value.
Further analysis was restricted only to those sites with significant
(P < 0.01, relative to the randomized distribution) peak-correlation
values. We also limited our analyses to cross-correlograms with peaks
occurring at times =0.1 s, which are typical of those found in studies
of single-unit cross-correlation (Miller et al. 2001), and to pairs of
sites that had significant STRFs.

RESULTS
FRAs Generated with a Custom Active wECoG Array

To quantify the frequency selectivity of a recording site,
FRAs were generated on each electrode in the array by mea-
suring the cortical wECoG response to tone pips of varying
frequency and sound levels (6 repetitions per condition, MATE-
RIALS AND METHODS). The spatial distribution of FRAs from six

trial-averaged nECoG responses from one animal is shown in
Figure 2.

To illustrate the reliability of the responses from our custom
active uECoG array, Fig. 3 compares single-trial responses
with trial-averaged responses from a single recording site. The
top panels in this figure show the single-trial WECoG response
traces (Fig. 3A) and the trial-averaged (Fig. 3B) wECoG
responses. Individual and trial-averaged responses were typi-
cally biphasic, resembling in some respects local field re-
sponses to a variety of sounds in rat auditory cortex (Centanni
et al. 2014; Reimer et al. 2011; von der Behrens et al. 2009).
The bottom panels show the single-trial FRA and the corre-
sponding trial-averaged FRA. As can be seen, the selectivity
and sensitivity of the single-trial FRA was comparable to that
generated from the trial-averaged responses, although more
variable. Indeed, the single-trial FRA had a “v-shaped” tuning
profile that is characteristic of FRAs that are generated through
single-unit and multiunit recordings and other techniques in A1
(Pickles 1988; Polley et al. 2007; Storace et al. 2010). Three
additional six-trial FRAs (Fig. 4, A—C) and their corresponding
single trial-averaged FRAs (Fig. 4, D-F) show the same
relationship.

Next, we compared the cortical position maps and values for
BFs obtained from single- vs. six-trial-average FRAs. We
calculated BF from each statistically significant FRA (see
MATERIALS AND METHODS), where BF was defined as the center of
mass of the FRA at a given SPL (e.g., 65 dB). BF maps were
generated by plotting the measured BF as a function of each
electrode site’s center location. As shown, there is a high
correspondence between single-trial (Fig. 4G) and six-trial-
averaged BF maps (Fig. 4H). Indeed, when we plotted, on a
site-by-site basis, the trial-averaged BF against the single-trial
BF, we found that they were highly correlated (Fig. 41; r =
0.95 = 0.01, mean *= SE; average of all cases, r = 0.92 =
0.02, mean = SE). Thus frequency organization can be quickly
and accurately derived with the active wECoG array with as
little as one response trial with a 13.5-s total acquisition time to
probe responses to 45 frequencies at 1 sound level with an
interstimulus interval of 300 ms.

A Comparison Between the Frequency Organization of the
Auditory Cortex as Assessed with wuECoG Arrays, and 101

An orderly spatial organization and correspondence is ob-
served between multiunit and IOI metrics of BF responses to
tone pips (Kalatsky et al. 2005; Polley et al. 2007). Here, we
examined whether a similar correspondence existed between
IOI- and active wECoG-derived responses; we chose to com-
pare array activity with Fourier optical-imaging data because,
like the wECoG-array data, it facilitates simultaneous obser-
vation across large regions of cortex and is a “gold” standard
technique for large-scale recordings of neural response related
activity (Higgins et al. 2010; Kalatsky et al. 2005).

IOl and active-uECoG-array activity were recorded from
the same cortical positions. The IOI, the surface vasculature,
and the corresponding locations of the electrode sites of the
custom active uECoG array (dots) are illustrated for one
animal (Fig. 5A). Figure 5A shows the spatial distribution of
IOI BF over a large region (4.6 mm X 4.6 mm) of the auditory
cortex that included three tone-frequency response minima
(Fig. 5A, “Low”) and BF gradient reversal between Al and
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Fig. 2. Topographic distribution of fre-
quency response areas (FRAs) derived from
MECOG activity. A/l: topographic organiza-
tion of the FRAs generated from each re-
cording site on the array. Each square de-
marcates the relative location of each elec-
trode and the FRA generated from the neural
activity recorded at that site. For each FRA,
frequency in kHz is plotted on the x-axis,
and sound pressure level (SPL; dB) is plot-
ted on the y-axis. Red regions indicate fre-
quency-sound level combinations that elic-
ited neural activity that was above baseline
activity; see color bar. Note that all of the
FRAs are normalized relative to the site with
the maximum response using a common
scale as the number of SDs above the base-
line voltage of each recording site. Blue
regions indicate frequency-sound level com-
binations that elicited neural activity that
was at or near the baseline. A, B, and C: three
FRAs were selected to illustrate the variabil-
ity in tuning properties observed with the

o
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AAF, VAF and SRAF, SRAF and AAF. Recording sites
covering AAF (Fig. 5A, AAF, white dots) were removed for
data analysis, as they were not recorded with uECoG arrays in
all animals. The region of interest in auditory cortex included
A1, the region dorsal to Al, and VAF, which were defined by
the reversals and directions of optical BF gradient, as described
previously (Higgins et al. 2010). Figure 5B plots BF position
map for Al, the area dorsal to Al, and VAF. Figure 5C plots
the same position map for FRA BF as derived through the
custom active wECoG recording array. For both the optical and
active wECoG derived data, BFs progressed from low to high
along the caudorostral axis in all three tested animals.

Next, we quantified the degree of correspondence between
the optical and wECoG FRA BFs. For the example animal
shown in Fig. 5, there was a high correspondence between
the optical and custom active-uECoG BFs (Fig. 5D; optical BF
vs. active uECoG BF: r = 0.73 = 0.06, P < 0.05). There was
also a significant correlation when we considered all three
tested animals (optical BF vs. uECoG BF: r = 0.64 = 0.04,
P < 0.05).

In three additional animals, we recorded IOI and wECoG re-
sponses with conventional passive electrode arrays (NeuroNexus) to
compare responses to those derived from our custom active
MECoG arrays. Figure 6A is a photograph of the surface
vasculature, and the surface positioning of the passive array
for one animal. Thirty-two simultaneously recorded six-

trial-averaged FRAs obtained from the array in this animal
are shown (Fig. 6B). Like our custom active wECoG array
(Figs. 3 and 4), many of these FRAs had a characteristic
v-shaped tuning profile (Pickles 1988; Polley et al. 2007;
Storace et al. 2010).

An overlay of an IOI, surface vasculature and the passive
array center positions (Fig. 7A) illustrates where BF estimates
were obtained in this same animal as shown in Fig. 6. Again,
the IOI revealed three frequency-response minima (Fig. 7A,
“Low”) and BF gradient reversals between Al and AAF, VAF
and SRAF, SRAF and AAF. Figure 7B plots the position maps
of BF estimated from IOI for the region covered by the passive
array that included Al, area dorsal to Al and VAF. Again, we
found that BFs progressed from low to high along the cau-
dorostral axis with data from the IOI (Fig. 7B) and from the
passive array (Fig. 7C). 10l and passive wECoG BFs were
significantly correlated (Fig. 7D; optical BF vs. uECoG BF:
r = 0.60 £ 0.12, P < 0.05; average across all animals, r =
0.58 = 0.22).

We found two key differences between our custom active
MECoG arrays and the conventional passive arrays as evident
by comparing two examples (Figs. 5 and 7). First, unlike our
active uECoG arrays in which there was a roughly one-to-one
correspondence between the optical BF and the uECoG BF
(average difference between the optical and array BFs =
0.03 = 0.05 octave, P > 0.05; e.g., Fig. 5D), BFs for the
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Fig. 3. Reliability of single-trial and tri-
% v N al-averaged wECoG responses from a
single electrode site on the active
20 MECoG array. A: single-trial wECoG
voltage response traces to single tone
10 pips at each frequency (x-axis) and
sound level (y-axis) combination. B:
o trial-averaged wECoG voltage re-
sponse traces that were generated from
Tl FRA 6-Trial Average FRA six tone pip presentations at each level
C D and frequency combination. Like A,
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conventional arrays were positively biased (average difference
between the optical and array BFs = 0.2 £ 0.04 octave, P <
0.01; e.g., Fig. 7D). A second difference we observed was
that the active wECoG array represented a continuous full
range of BF responses between 2 and 32 kHz, whereas the
passive array represented a less continuous (compressed)
and truncated range of BFs between 3 and 10 kHz (compare
Figs. 5C and 7C).

Change in Frequency BW with Sound Level

The active-wECoG-array responses were resolved enough
to reveal a systematic relationship between BF and BW as
described previously for multiunit recordings in auditory
cortex. Data from one animal illustrate how the active-
nECoG-array BW followed an inverted “U-shaped” BW vs.
BF function (Fig. 8), similar to that reported for spike-rate-
based FRAs in rat Al (Funamizu et al. 2013; Miyakawa et
al. 2013). The BW organization and BF vs. BW relationship
persisted at the two highest average sound levels (75 and
85 dB).

Comparisons between the passive vs. active electrode re-
cordings revealed differences in observed BW range and level
dependence. For this comparison, FRAs were selected from Al
identified sites, and the data were randomly resampled so that
BFs of the active and passive arrays were equally distributed

g &

these data are organized as a function
of frequency (x-axis) and sound level
(y-axis). C and D: the FRAs generated
from the single-trial and trial-averaged
HECoG responses, respectively. The
color bar indicates measured peak-to-
peak voltage from the recorded voltage
traces in A and B.

16 32

(following a uniform distribution between 2.3 and 16 kHz).
FRAs were more narrowly tuned, BWs were less sound-level
dependent, and the range of BWs was compressed for the
conventional passive (Fig. 9, gray line) vs. custom active
MECoG array (Fig. 9, black line). Specifically, across all
measured sound levels, the BWs of the custom array FRAs
were significantly (P < 0.001, rank-sum test) higher than those
of the conventional array. Furthermore, the custom wECoG
array BWs increased systematically with sound level (Fig. 9,
black line), as previously observed with multiunit spike rate
responses in auditory cortex (Pickles 1988; Polley et al. 2007;
Storace et al. 2010). The conventional array FRAs by compar-
ison were much more level invariant (Fig. 9, gray line). This
was true even though the cortical regions and BFs ranges were
matched for both arrays (BFs were uniformly distributed be-
tween 2.3 and 16 kHz).

Overall, the frequency organization of the auditory cortex
can be readily measured with the high-density active
LECo0G arrays proposed here (Fig. 5), as well as the more
conventional passive arrays (Fig. 7). However, only our
active wuECoG array had a frequency resolution comparable
with that of high-resolution IOI and multiunit spike rate
recordings. In contrast, the passive conventional array did
not yield a veridical representation of tonotopy, and BFs
were positively biased, relative to IOI. Furthermore, pas-
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6-Trial Avearge FRA

Fig. 4. High correspondence between the
best frequencies (BFs) of single-trial FRAs
and trial-averaged FRAs. Three examples of
single-trial FRAs (A—C) are shown with their
corresponding trial-averaged FRAs (D-F).
For these plots, color indicates the maximum
peak-to-peak voltage: blue indicates 0 V,
and dark red indicates the highest peak-to-
peak voltage observed for that particular
electrode site. A map of BF that was gener-
ated from the single-trial FRA data (trial
number 3) at each electrode site is shown in
G, whereas the trial-averaged map of BF is
shown in H. The color bar between G and H
indicates the frequency scale (kHz) of these
two BF maps. I the site-by-site correlation 4 8 16
(r = 0.95 + 0.01, mean = SE) between the Freauency (ki)
single-trial BF and the trial-averaged BF for
significant FRAs obtained from this animal;
the gray line is the line of unity. Data from
this same animal are shown in Fig. 8.
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sive-uECoG-array BWs were narrower and less level de-
pendent. These differences in the measured neural response
organization presumably stem from properties of the array;
however, the present study cannot determine the source of
such differences conclusively.

Measuring Spectrotemporal Sensitivities with the Active
RECoG Array

The wECoG STRF was computed to determine whether our
active wECoG array could record the temporally precise,
phase-locked responses that are characteristic of single and
multiunit responses in Al (Atencio and Schreiner 2012;
Norena et al. 2008). This wECoG STRF was computed to
determine what components of the DMR sound drove tempo-
rally precise (i.e., phase-locked) surface cortical responses.
Each recording site’s uECoG-derived STRF was computed by
cross-correlating the wECoG-derived signal with the DMR
stimulus (see MATERIALS AND METHODS). As seen in Figs. 10 and
11, the uECoG STRFs exhibited an on-off temporal response
pattern (Fig. 10A, red-blue areas) that is typical of single- and
multiunit cortical STRFs, as well as STRFs generated with
subdural uECoG arrays (deCharms et al. 1998; DePireux et al.
2001; Eggermont et al. 1981; Escabi and Read 2003; Escabi
and Schreiner 2002; Fritz et al. 2003; Linden et al. 2003;
Machens et al. 2004; Miller et al. 2002; Pasley et al. 2012).

An exemplar case illustrates the spatial organization of the
significant uECoG-derived STRFs (Fig. 104) and their corre-
sponding BF (Fig. 10B) and reliability (Fig. 10C) indexes. The
region corresponding to Al (Fig. 10, B and C, black outlined

32

16
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area) has directional components in the caudorostral and ven-
tral-dorsal anatomic axes, as is characteristic of multiunit
and IOI responses in Al (Higgins et al. 2010). In A1, the
STRF BFs ranged from 2 to 32 kHz (Fig. 10C, black
outlined area) and were topographically organized along
the same anatomic axis as the tone-evoked BFs measured in
the same animal (e.g., Fig. 5, B and C). Position maps of the
reliability and BF indexes indicate that the cortical region
dorsal to A1l had the highest STRF reliability and BFs (Fig.
10, B and C, red areas). This high-BF dominated region was
not evident in the tone evoked BF estimated from the 101
(Fig. 5A) or the active wECoG (Fig. 5B). There were few
significant STRFs in the region below Al corresponding to
VAF (Fig. 10B, ventral to black outline). In contrast, there
were significant tone evoked active uECoG FRAs in VAF in
this animal (Figs. 2 and 5C). Together, these observations
indicate that cortical responses to dynamically modulated
sound are temporally precise (and phase-locked) in Al and
in the dorsal area but not in VAF.

As an objective criterion for determining the response reli-
ability, we estimated the significance of each STRF (bootstrap
test, P < 0.001; see MATERIALS AND METHODS). For the BF data
shown in Fig. 104, 38% (75/196) of the recording sites had a
STRF with a significant RI (P < 0.01; colored squares in Fig.
10B) with the most reliable sites clustered on the dorsal aspect
of the array. Nonsignificant recording sites (white; Fig. 10B) in
all areas, including VAF, might have produced change in
activity that was not temporally phase-locked with the auditory
stimulus.
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Fig. 5. Correlation between FRAs generated
from intrinsic optical imaging (IOI) and
custom active-uwECoG-array recordings.
A: composite image of the lateral surface of
a rat’s brain, including surface vasculature
and IOI responses to tone sequences; the
color bar indicates the tone BF. The gray and
black dots indicate the locations of each
electrode of the array: black dots indicate
those electrodes that overlapped with the
primary auditory cortex plus the area dorsal
to primary (Al) (labeled Al) and ventral
auditory field (VAF), as defined by IOl

2

2 BF (kHz) 32
BF

B Optical BF (kHz) C

wECoG BF (kHz)

Custom uECoG BF

Scale bars indicate 500 wm, dorsal (D) and
ventral (V) anatomic axes. B and C: the BF
maps generated from IOl and uECoG FRA
data, respectively. The I0I BF was averaged
over a spatial region corresponding to the
spacing (i.e., 250 X 250 wm) between each
recording site of the active wWECoG array.
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Sensitivity and the Spatial Organization of Spectral and
Temporal Strf Parameters

Next, we tested several spectrotemporal acoustic features of
the wWECoG STRF (see MATERIALS AND METHODS for details on
how these features were calculated). Two points are apparent
from the example STRFs that are shown in Fig. 11. First, some
sites were narrowly tuned and responded most robustly to a
single frequency (i.e., dark red regions in Fig. 11, A, D, and E).
In contrast, other sites were more broadly tuned and responded
in a phase-locked manner to multiple discrete frequencies (see
multiple red regions in Fig. 11, B, C, and F). Second, almost all of
the STRFs had “on-off” profiles (Fig. 11, A-F). That is, the
1ECoG STRFs had inhibitory/suppressive regions (blue regions
in Figs. 10A and 11, A-F) that were temporally delayed with
respect to the fast excitation (red regions). Because most STRFs
had similar temporal properties, the variability of temporal-mod-
ulation sensitivity across the array was relatively small.

Several spectrotemporal features of the STRF were systemati-
cally organized within and across the area corresponding to Al
(e.g., Fig. 12). For example, two STRF parameters that varied
systematically in the auditory cortex were BW and best-spectral
modulation. The STRF BW represents the range of frequencies
that produced phase-locked responses to a sound. The best-
spectral modulation was a site’s preference for the frequency
spacing between the peaks and valleys in the sound spectrum
(units of cycles/octave). This parameter is analogous to a visual
neuron’s sensitivity to the spatial frequency of a visual grating. In
Al, BW increased and best spectral modulations changed mini-
mally along BF gradient axis (Fig. 12, A and B, respectively, black

The color bars indicate the BF (kHz) of these
maps. D: a significant (RESULTS) site-by-site
correlation between the BF values generated
from the uECoG FRA and the IOI is ob-
served. The dotted line is the line of unity.
The white areas in B and C either were
recording sites that were not in the area of
interest or were sites that did not have sta-
tistically reliable BFs. The data shown in
this figure are the results from a single
animal. Spectrotemporal response field
(STRF) and STRF BF data for this same
animal are shown in Fig. 10.

outlined area). Summary data from all three animals illustrates
systematic variations in spectrotemporal features of the STRF. BF
was positively correlated with BW [Fig. 13A4; log,,(BF) vs.
log,((BW), r = 0.83 = 0.02 (mean = SE), P < 0.01]. An
inverted “U” relationship was observed for BF vs. BW plotted in
octaves (Fig. 13B). In contrast, BW was negatively correlated
with the best spectral modulation [Fig. 13C; r = —0.64 = 0.04
(mean = SE), P < 0.01]. Sites dorsal to Al and a few sites ventral
to Al had significant STRFs, narrow BWs and high spectral
modulations, consistent with the observation of high BFs in these
regions (e.g., Fig. 12, A and B, sites outside of the black-outlined
area).

We found that one temporal feature of the STREFs, in
particular, response delay, was also systematically organized.
Response delay corresponds to the time of the STRF maximum
amplitude. Response delay decreased along the BF gradient
axis of Al (Fig. 12C); consequently, BF and delay were
negatively correlated [Fig. 13D; r = —0.47 = 0.07 (mean *
SE), P < 0.01]. The regions dorsal to Al had primarily high
BFs and short delays. The best-temporal modulation, another
temporal feature of the STRF, was a recording site’s preferred
rate for changes in stimulus power per unit time (Fig. 12D).
Unlike the other three parameters, there was little variability in
this parameter, and we could not identify any systematic spatial
organization.

As the BW of a system increases, the integration time should
decrease (Dorf and Bishop 1995). Here, we examined whether
this principle holds for spectrotemporal features of the cortical
STRF. As expected (Fig. 13E), the integration time and tem-
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Frequency
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poral-modulation upper-cutoff frequencies were negatively
correlated [r = —0.36 = 0.07 (mean = SE), P < 0.01].
Although temporal-filtering theories would predict a positive
correlation between delay and integration time (Oppenheim et
al. 1983), this relationship could not be identified in our data
set [Fig. 13F; r = —0.06 = 0.06 (mean *= SE), P > 0.05].

Functional Correlation

Another advantage afforded by large-scale temporally pre-
cise array recordings is the ability to examine the correlations
in responses across distant cortical areas to determine func-

dddE NN

30 20 10 0
EET .

SD Above Baseline

| [

Fig. 6. Topographic distribution of FRAs derived from commercially available passive wuECoG recordings. A: the lateral surface of a rat’s brain, including surface
vasculature and the passive NeuroNexus array positioned on the surface of the rat’s brain. Scale bars indicate 500 um, D and R (rostral) indicate the anatomic
axes. The FRAs generated from this array are shown in B. Red regions indicate frequency-sound level combinations that elicited neural activity that was above
baseline; see color bar. Blue regions indicate frequency-sound level combinations that elicited neural activity that was at baseline. Each FRA is normalized
relative to the voltage values recorded at that electrode site. The FRAs are organized relative to the spatial position of each recording site on the array. The data
shown in this figure are the results from a single animal.

tional alignment and segregation of cortical networks. In our
final set of analyses, we calculated the pairwise correlation
(both signal and noise correlation) between recording sites.
Correlograms were calculated as a function of the spatial
separation between recordings sites and as a function of the
difference between the BF values of recording sites. Figure
14A shows the median correlogram as a function of three
different spatial separations. Independent of their spatial sep-
aration, the correlogram is characteristic of that seen in previ-
ous studies (Eggermont 2000; Eggermont et al. 2011): a peak
at a time lag of 0 ms with small peaks at longer time lags
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corresponding to spindling or the theta range of frequencies
(Miller and Schreiner 2000). Nevertheless, as the spatial sep-
aration increased, the peak value of the median correlogram
decreased. For example, for the data shown in Fig. 14A, the
peak-correlation value for nearby sites (i.e., 0—1 mm) was 0.2,
whereas the peak-correlation value was ~0.02 for sites that
were separated by 1-2 mm. Interestingly, at the largest sepa-
rations (>2 mm), the correlation became negative: peak-
correlation values at 0 ms were approximately —0.05. For each
of three animals that we tested, the peak-correlation value
decreased significantly [2-factor ANOVA (spatial separation X
BF); main effect of spatial separation: rat 1, F(2,2297) = 372;
rat 2, F(2,4944) = 909; F(2,5044) = 2154; all P < 0.05] with
increasing spatial separation.

Because the auditory cortex is tonotopically organized, a
reasonable prediction would be that correlation between sites
should decrease as a function of their spatial separation and the
difference between the BFs of their STRFs. However, because
these two parameters do not covary perfectly, we directly
tested the relationship between the peak-correlation value and
BF difference (Fig. 14B). For sites whose BF differences
were <3.0 octaves, we found the predicted relationship
between BF and correlation. That is, for sites that had
similar BFs (i.e., <0.5 octaves), the peak correlation was
relatively large (~0.15). But, as the BF difference between
sites increased, the correlation decreased and eventually
became negative: for sites with BF differences between 0.5
and 1.5 octaves, the correlation was ~0.02, whereas for
sites with BF differences between 1.5 and 3 octaves, the

correlation was approximately —0.02. This pattern did not
hold at the most disparate sites (>3 octaves): the correlation
flipped polarity and became positive (~0.02). For each of
three animals that we tested, the peak-correlation value was
significantly dependent [2-factor ANOVA (spatial separa-
tion X BF); main effect of BF: rar I, F(1,2997) = 46; rat 2,
F(1,4944) = 196; F(1,5044) = 396; all P < 0.05] on BF.

The functional relationship between spatial separation, BF
difference, and the peak-correlation value can be seen in Fig.
14C. Similar to previous findings (Bao et al. 2003), at nearby
sites, correlation values were highest for sites with the most
similar BFs. As the BF difference increased, the peak-correla-
tion value maintained a similar pattern, although the peak-
correlation value decreased. At intermediate separations (i.e.,
1-2 mm), the peak-correlation value was small and indepen-
dent of BF difference. At the largest separations (i.e., >2 mm),
the relationship between BF difference and peak-correlation
value was complex. Nevertheless, these peak-correlation val-
ues tended to be larger than those seen at intermediate sepa-
rations (i.e., 1-2 mm). Once again, for each of three animals
that we tested, the peak-correlation value was significantly
modulated [2-factor ANOVA (spatial separation X BF); inter-
action between spatial separation and BF: rar 1, F(2,1) = 41;
rat 2, F(2,1) = 40; F(2,1) = 24; all P < 0.05] by both spatial
separation and BF difference.

Finally, because the electrodes along the columns and rows
differentially transmitted information (i.e., the column elec-
trodes had signals that were multiplexed together, whereas
those along the rows transmitted signals on independent wires),
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our correlation values might have depended on the transmis-
sion route. To address this issue, we independently calculated
correlation data along a column of an array and independently
along a row of an array. We found that the distribution of
correlation values overlapped (P > 0.05; data not shown),
which indicated that, on average, the method of transmission
did not bias the neural correlations between the electrodes.

Bandwidth (octave)

s CUStOM Active

Conventional Passive

0 L L L L s
40 50 60 70 80 90
Sound Pressure Level (dB)

Fig. 9. A comparison of the FRA BW selectivity between custom active and
conventional passive wuECoG arrays. The median BW for each array is plotted
as a function of sound level. Error bars indicate the standard error obtained via
bootstrapping across measurements (MATERIALS AND METHODS). *Sound levels
in which the BWs of custom vs. conventional array responses were signifi-
cantly different (P < 0.001; rank-sum test).

DISCUSSION

Our understanding of the large-scale population dynamics of
neural activity is not complete. This gap in our knowledge is
due, in part, to our inability to record simultaneously from
large regions of the auditory cortex with high spatial and
temporal resolution and large cortical area coverage. Although
providing important principles, previous single-unit and elec-
trocortigraphical studies have been limited to simultaneous
recordings from fewer cortical sites (Eggermont et al. 2011;
Mesgarani and Chang 2012; Ogawa et al. 2011; Owens et al.
1995; Pasley et al. 2012; Takahashi et al. 2003). Large-scale
recordings have been obtained with intrinsic imaging; how-
ever, these recordings reflect slow metabolic activity and not
temporally precise neural activity (Besle et al. 2011; Ebner and
Chen 1995). Finally, studies using voltage-sensitive dyes
(Horikawa et al. 2001; Kubota et al. 2012; Sawatari et al. 2011)
are limited because, whereas this technique allows for record-
ings from large areas of the brain, current dyes have relatively
poor temporal resolution and signal-to-noise ratio. Here, we
demonstrated a new approach that is not invasive to cortical
tissue and allows for large-scale mapping of sound-response
properties with high spatial and temporal precision.

We found that the tone-frequency response organization
revealed by our custom active uECoG array was very similar
to that revealed by IOI and substantially better than a conven-
tional passive wECoG array. This result validates our active
HLECoG array as a reliable probe for assessing functional
properties and organization of the auditory cortex. Moreover,
we also found that our custom array was an appropriate probe
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Fig. 10. Topographic distribution of STRFs and BFs derived from custom active-uECoG-array responses. A: the topographic organization of STRFs that were
generated from each recording site on the array. Each square demarcates the relative location of each electrode and the STRF that was generated from the neural
activity recorded at that site. For each STRF, delay in milliseconds is plotted on the x-axis, and frequency in octaves is plotted on the y-axis. Blue regions indicate
excitatory voltage responses were temporally phase-locked with the auditory stimulus, whereas blue values indicate suppressive/inhibitory responses (see Fig.
11 for typical STRF patterns). The color scale on all STRFs is normalized relative to the recording site with the strongest response. The reliability of each STRF
is shown in B for each recording site. The value of each STRFs reliability is indicated by the color bar: STRFs with lowest reliability are blue, and those with
highest reliabilities are dark red. C: the topographic organization of BF. The BF from each recording site was calculated from the STRFs shown in A. The BF
of each site is indicated by the color bar: sites with ~1-kHz BFs are dark blue, and those with ~32-kHz BFs are dark red. The data shown in this figure are
the results from a single animal. The pure-tone BF responses and various STRF response parameters for this animal are shown in Figs. 5 and 12, respectively.

to test the temporal precision of neural responses to more large cortical area, including Al, an area dorsal to Al and
ethologically relevant dynamically modulated sounds. VAF. Second, most sites in VAF lacked significant STRFs

In this study, we identified novel cortical-field differences (e.g., Figs. 10 and 12), although the same sites exhibited
using the active wWECoG array. First, the pure-tone BF re- clearly defined responses to tones for both the IOI and wECoG
sponses obtained with IOI and active-uwECoG methodologies recordings (Figs. 2 and 5). Together, these findings indicate
were correlated and had similar tonotopic organization over a that Al represents sound frequency with a high degree of
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Fig. 12. Topographic organization of STRF
parameters. A: the organization of STRF BW
in units of octaves. B: the organization of the
best spectral modulation in units of Hertz/
octave. C: the organization of response delay
in units of milliseconds. D: the organization
of the best temporal modulation in Hertz.
The color bar next to each panel indicates
the respective range of values. See MATERI-
ALS AND METHODS for details on how these
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temporal precision and phase-locking to envelope modulations,
whereas VAF represents sound frequency with a low degree of
temporal precision. This is consistent with reports of low
vector strength for multiunit VAF spike-rate responses to
periodically modulated sound sequences compared with Al in
the rat (Engineer et al. 2014). These observations build on and
are consistent with prior studies reporting slower response peak

latencies for VAF compared with Al (Funamizu et al. 2013;
Polley et al. 2007).

One possible explanation for these cortical-field differences
is that tone-based responses do not require the same level of
temporal precision and phase-locking as required for the
STRFs. STRFs reflect phase-locked neural activity to sound
modulations that requires substantially higher temporal re-
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Fig. 13. Correlation between STRF parameters. The correlations between different A—F: STRF parameters are shown in each of the panels. Each symbol in each
graph represents the data value (e.g., BF and BW for A) generated from the STRF at a single recording site. The different symbols (circle, triangle, and cross)

represent data from different animals.
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sponse precision to produce significant response fields. As seen
from Fig. 10, STRF (phase-locking) reliability varied across
the dorsal-to-ventral axis, such that sites in A1 were the most
reliable, whereas sites in VAF had low reliability and insignif-
icant STRFs. Such a difference could in theory be due to lower
response amplitudes for tone vs. DMR STRFs (Pienkowski and
Eggermont 2011). Because reliable tone FRAs were elicited in
VAF, the lack of STRFs in this region cannot be trivially
attributed to a lack of responsiveness. Instead, the differences
may be due to poorer response-timing precision and/or reli-
ability of these ventral sites. Indeed, STRF reliability was
highest in the region dorsal to Al but lowest on average in
VAF. This dorsal-ventral difference may have important func-
tional consequences: Al and the dorsal area may employ a
robust timing code, whereas VAF may transmit information
through slower changes in firing rate.

The recording array and reconstructed STRFs resolved dis-
tinct neurophysiological responses across neighboring record-
ing sites, as evident from differences in receptive fields in
nearby recording sites. uECoG STRFs and intrinsic metabolic
responses measured at the same cortical sites had similar BFs
and topographic organization (Fig. 5). Prior current source
density analyses find the largest local field potential responses
to dynamic sounds reside within the thalamic input layers of
auditory cortex (Szymanski et al. 2011). Although we cannot
determine the primary source of the wECoG STRF responses
in the present study, the spatial resolution and organization of
LECoG responses in the auditory cortex is consistent with that
observed with local field potential responses to pure tones and
dynamic sounds (Eggermont et al. 2011; Ohl et al. 2000).

Figure 14, Escabi, 2014

Several spectral and temporal features of the uECoG STRF
changed systematically with BF (Figs. 12 and 13), as predicted
from previous single and multiunit studies (Atencio and
Schreiner 2012; Cheung et al. 2001; Eggermont et al. 2011)
and subcortical stations of the auditory pathway (Rodriguez et
al. 2010a, 2010b). Our study builds on these prior studies
because we demonstrated that reliable, phase-locked responses
to sound features can be generated from wECoG-level signals.

Sensory-driven response-feature correlations are more likely
to occur between neurons and regions with similar response
properties (Atencio and Schreiner 2010; deCharms and Mer-
zenich 1996; Tomita and Eggermont 2005) that are also con-
nected by short- and long-range corticocortical connections
(Chisum and Fitzpatrick 2004; Read et al. 2001). Accordingly,
in the auditory cortex, neighboring neurons and neurons lo-
cated more than 1 mm away that have similar BFs (within =
I3 octave) are anatomically connected (Read et al. 2001). Our
approach allowed us to test the response correlation between
electrode sites across a large range of cortical positions covered
by the recording array. As indicated with other methodologies,
by far the strongest correlations occurred between neighboring
cortical positions with similar BFs (Fig. 14). However, consis-
tent with previous studies (Brosch and Schreiner 1999; Egg-
ermont 2000), we also found that relatively high correlations
occurred between positions separated by large distances, and
these were not restricted to sites with similar BFs. These
correlations were likely driven by higher-order receptive-field
properties other than BF (Brosch and Schreiner 1999) and
may underlie the ensemble or population coding needed to
create unified perceptual representations of auditory stimuli
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(deCharms and Merzenich 1996; Eggermont 1997; 2000;
Griffiths and Warren 2004; King and Nelken 2009).

Compared with I0OI, our active wECoG arrays have compa-
rable spatial resolution over a large recording area (Fig. 5).
However, unlike 101, which reflects slow metabolic activity
(Besle et al. 2011; Ebner and Chen 1995), the arrays measure
neural signals on short time scales and can be used to assess
precise timing of stimulus-response functions (i.e., STRFs;
Figs. 10-13) or precisely correlated network activity (Fig. 14).
As demonstrated, our custom active wECoG array offers better
spatial selectivity (compare Figs. 5 and 7) and thus produces
more accurate sensory maps over a larger recording area than
currently available passive wECoG technologies. Furthermore,
unlike IOI, which requires tens of minutes of neural data
acquisition to measure BF organization at a single sound level,
cortical BF organization can be derived rapidly with a single
response trial of the active wECoG array (Figs. 3 and 4; 13.5-s
acquisition time for one sound level), allowing measurements
of cortical organization at multiple sound levels in as little
as 1.5 min.

Overall, this study indicated the promising future for using
MECoG micro-fabricated flexible arrays to reveal new princi-
ples of auditory organization in the cortex. Whereas there are
some potential disadvantages of this approach, including po-
tentially higher cost and increased computational burden for
analysis, these obstacles can be overcome. Reliable flexible
encapsulation of implanted active circuitry remains a challeng-
ing area for future research that we are actively pursuing.

The current flexible electrode array was a product of recent
advances in materials science and micro-fabrication that allow
active circuitry to be built directly into a flexible substrate. This
intimate integration allowed for a high-resolution interface
with the cortical surface and ultimately will enable low-noise
amplification of signals from thousands of discrete electrodes
to be recorded without requiring thousands of wires. The
spacing of this array, currently 1 electrode per 250 wm, can be
reduced using more advanced semiconductor fabrication tech-
niques and is essentially only limited by the available resolu-
tion of the neural signals. In the future, it will be important to
develop novel coatings and materials to extend the device
encapsulation lifetime to allow for long-term chronic record-
ings. The current version of this array minimizes the interface
wires (i.e., 29) to record high-fidelity signals from 196 elec-
trodes and, therefore, is the first necessary step to adapt these
arrays for future chronic implantation and continuous record-
ing in freely behaving animals in future studies.
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