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Synthesizing perceivable artificial neural inputs independent of typical
sensory channels remains afundamental challenge in developing
next-generation brain—-machine interfaces. Establishing a minimally
invasive, wirelessly effective and miniaturized platform with long-term

stability is crucial for creating research methods and clinically meaningful
biointerfaces capable of mediating artificial perceptual feedback. Here we
demonstrate a miniaturized, fully implantable transcranial optogenetic
neural stimulator designed to generate artificial perceptions by patterning

large cortical ensembles wirelessly in real time. Experimentally validated
numerical simulations characterized light and heat propagation,
whereas neuronal responses were assessed by in vivo electrophysiology
and molecular methods. Cue discrimination during operant learning
demonstrated the wireless genesis of artificial percepts sensed by mice,
where spatial distance across large cortical networks and sequential
order-based analyses of discrimination predicted performance. These
conceptual and technical advances expand understanding of artificially
patterned neural activity and its perception by the brain to guide the
evolution of next-generation all-optical brain-machine communication.

Creating artificial connections between the brain and the external
world is becoming possible with recent advances in neuroscience
and neurotechnology'>. The establishment of independent input
channels bypassing the typical sensory pathways enables effective
brain-machine communication, allowing healthy or sensory-impaired
individuals to augment sensation*”. Reliable biointegrated neurotech-
nologiesincorporating wireless communicationin minimally invasive
implantable form factors arerequired to serve as functional interfaces

that deliver information to the brainin real time. Most current and envi-
sioned brain-machine interfaces (BMIs) consist of intricate setups that
disrupt natural behavior, lack cell-type-specific capabilities and strug-
gle to achieve sustained long-term operation in biological systems®.
Inthis study, we developed afully implantable wireless transcranial
optogenetic platform to generate artificial perceptions through
spatiotemporally controlled optogenetic stimulation among
distributed cortical regions in untethered mice. To our knowledge,
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this combination of features has not yet been achieved, although it
leverages previous important advances incorporating subsets of
these properties in freely moving animals’™. This platform comple-
ments previous studies using advanced multiphoton microscopy
and holographic optogenetics to elaborate the processing of artificial
inputs within cortical or hippocampal regions at cellular resolutionin
head-fixed animals™ ™.

Inaddition, higher-order cognitive behaviors emerge from multi-
modal brain-wide dynamics* %, yet how cortex-wide, artificially pat-
terned activity is perceived remains unknown. Here, the generation of
synthetic perceptionsrelies onlarge-scalesequential corticalactivation,
where the spatiotemporal patterns of cortical activity represent cues
for mice to make decisions in an operant learning paradigm. The spa-
tial distance amongactivated cortical areasequences determines the
discriminability of synthesized perceptions, captured in behavioral
outcomes. This work introduces a unique wireless transcranial stimu-
lator and provides a foundational framework for expanding brain—
machine communication into a broader cognitive domain through
patterned cortical activation. This technology is compatible with
standard manufacturingin flexible electronics industrial processes and
does notrequire sophisticated clean room microfabrication facilities,
improving adaptability and scalability for broad disseminationin the
neuroscience and BMI communities.

Results
Engineering platform for dynamic wireless transcranial
perception modulation
The fully implantable wirelessly radiofrequency-powered transcra-
nial optogenetic stimulator features an array of microscale inorganic
light-emitting diodes (p-ILEDs, 300 x 300 x 90 um?®) with independ-
ent, real-time wireless control over patterned optogenetic modulation
of neuronal activity. The platform employs multilayer copper-poly-
mer flexible printed circuit board (fPCB) as a base of the device layout
and serves as the substrate for electronic components. This scheme
eliminates the need for complex processes in microfabrication, and
it provides an immediate path to scale-up manufacture and broad
distribution®** (Extended Data Fig. 1). The modular design consists of
aflexible optogenetic display (FOD) based on a programmable array
of p-ILEDs and a wireless control module connected through a set of
mechanically compliant thin serpentine traces (Fig. 1a). A conformal
coating of parylene-C (14 um) symmetrically encapsulates and isolates
the electronic components, FOD and serpentine traces fromtheinvivo
biofluidicenvironment. An additional coating of asoft silicone elastomer
(400 pm, Young’s modulus: approximately 60 kPa) createsacompliant
device-tissue interface. This coating also provides further mechanical
support to the serpentine connections to improve their resilience to
stretchingand bending, thereby ensuring stable operation during repeti-
tive cycles of deformations induced by natural motions of the animal.
This FOD can target selected, spatially separated groups of neu-
rons in the cerebral cortex through transcranial optogenetic stimula-
tion. The wireless control module is designed to reside at the lumbar
spinelevelinamouse, utilizing the broad subdermal space tohouse the
receiver antenna and electronic components for continuous wireless
power supply and dynamicindependent control over individual p-ILEDs
in the FOD (Fig. 1b). The FOD is scalable in the density and geometric
patterns of U-ILEDs to target user-defined cortical regions (here, up
to 64 in an 8 x 8 configuration; Fig. 1c,d and Supplementary Video 1).
With the 8 x 8 density of p-ILEDs, up to 2%* - 1 spatial patterns can be
generated, with a parameter set that becomes uncountably large with
variationsin temporal patterning. The wireless optogenetic stimulator
uses magnetic inductive power transfer between resonant transmis-
sion and receiver antennas operating at the industrial, scientific and
medical radiofrequency (ISMRF) band (13.56 MHz), located around
the experimental enclosure and device perimeter, respectively. The
combination of a near-field communication (NFC) system-on-a-chip

and a microcontroller, equipped with a dedicated firmware, facilitates
remote on/off (Supplementary Video 2) and intensity control over indi-
vidual p-ILEDs (Supplementary Video 3). This is achieved witha hybrid-
ized analog/digital matrix multiplexing approach (Fig. 1e) through a
library application programming interface in MATLAB (MathWorks).
The encoded spatiotemporal patterns of illumination deliver digitized
stimulationinputsto thebrain. Inaddition, the programmable intensity
of w-ILEDs adds another degree of freedom to control the illumination
volume of targeted cortical areas. Similar toapreviously reported design
withasingle p-ILED’, a collection of ceramic capacitors (5 x 22 pF, approx-
imately1.37 mJ at5 V) withlow internal resistances enables fast discharge
dynamics to provide short transcranial optical pulses (for example,
2 ms) at high intensity (up to approximately 70 mW mm) with rapid
charge replenishment. Integrating this technology with open-source
behavioral systems provides reconfigurable stimulation patterns driven
by real-time behavioral outcomes. Experimenters can further evaluate
perceptual responses to digitized cortical activation through diverse
cue-based operantlearning paradigms, where mice detect or distinguish
among artificial percepts to seek external rewards (Fig. 1e).

The thin, subdermal implantable design enables application in
small animal models (for example, mice; Fig. 1f) as a fully implanted
device, without affecting their natural behavior in complex experimen-
tal environments (Fig. 1g). Furthermore, iterative simulation-guided
optimization of the geometries and the multilayer configurations of
the serpentine interconnects ensure robust operation, without frac-
ture or fatigue in the constituent materials (Supplementary Methods
and Extended DataFig. 2a-i). The optimizationincreases the effective
serpentine stretchability from 7% (basic design) to 28% (optimized
design) (Extended DataFig. 2j-1). Benchtop cyclic stretching and bend-
ing tests validate these enhancements, with the conductance stability
improving from 1,000 cycles (basic design) to at least 20,000 cycles
(optimized design) (Extended Data Fig. 2m-o0). The longevity of the
resulting devices meets practical requirements of long-term experi-
mental protocols (Extended Data Fig. 2p). The overall design allows
straightforward adaptations to accommodate other experimental
models, ranging from rodents to non-human primates. Further details
ondevicefabrication, electronicmodules and implantation procedures
appearinExtended DataFig.3, Methods and Supplementary Methods.
Supplementary Table 1 provides a detailed comparison of this tech-
nology to relevant previous engineering approaches, highlighting
the unique capabilities of the current device for dynamic cortex-wide
neuromodulationin untethered, freely moving animals.

Spatiotemporal characteristics of light propagation and
heat generation
A comprehensive understanding of transcranial light propagation
through the brain is essential for assessing the biological impact
of optical neuromodulation®. Moreover, the potential off-target
opsin-independent effects, such as heat accumulation, are key con-
siderations in preventing unintended changes in neuronal activity®.
Light absorption by the brain tissue and Joule heating of the p-ILEDs
contribute to thermal stress in the illuminated and adjacent regions
(Fig.2a). Operation of multiple p-ILEDs leads to additive effects in the
spatiotemporal domain, requiring additional consideration in the
geometric design of the devices and stimulation parameters in experi-
ments. The effects of light and heat propagation can be captured by
three-dimensional numerical simulations that use a comprehensive
anatomy-guided model that includes the skull, cerebrospinal fluid,
brain tissue, device materials and surgical implantation materials
(for example, cyanoacrylate adhesive and dental cement) (Fig. 2b).
A combination of constitutive properties of the materials and perfor-
mance characteristics of the p-ILEDs serves as inputs to this model
(Fig. 2c, Extended Data Fig. 4a—e and Supplementary Tables 2 and 3).
AMonte Carlo simulation of the light penetration profile was used
to predict the irradiance distribution relative to the coronal section
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Fig. 1| Engineering platform for dynamic wireless transcranial perception
modulation. a, Layered schematicillustration of a wireless optogenetic encoder
for dynamic transcranial control of large-scale cortical activation. b, Left: image
ofthe FOD in operation. Right: images showing the controlled patterns of p-ILEDs
during applied deformation of serpentine interconnects and FOD. Scale bar,

10 mm. ¢, Three-dimensional models showing scalable FODs with increasing
P-ILED density to interface with user-defined cortical regions. Scale bar,

5mm.d, Example patterns generated on an 8 x 8 FOD showing dynamic
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illustrations of the electronic modules and FOD that enable dynamic
perception modulation in the context of learning. f, MicroCT image of the
wireless optogenetic stimulatorimplanted in a C57/BL6) mouse. Scale bar,

10 mm. g, Close-up photograph showing a device-integrated mouse close to an
electromagnetic field resonating at 13.56 MHz. Inset: a device-integrated mouse

behavingin the experimental arena circulated by a transmission antenna. RF,
radiofrequency; MCU, microcontroller unit.
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of the mouse brain based on the Common Coordinate Framework”
(Fig.2d). Light intensity measurements with an optical fiber at varying
distances to the skull-mounted p-ILED confirm the simulated attenu-
ation profilesin the brain (normalized intensity at pia as 100%; Fig. 2e
and Extended Data Fig. 4f,g). The results model the depth and volume
for optogenetic activation of ChrimsonR (628 nm; irradiance thresh-
old of 1 mW mm™)* resulting from 6.12-mW optical power provided
by a single p-ILED (Extended Data Fig. 4h). Related simulations were
used to predict three-dimensional light propagation profiles for the
simultaneous operation of various combinations of multiple p-ILEDs.
As an example, Fig. 2f,g and Extended Data Fig. 4i show co-activation
volumes and overlapping fractions from four p-ILEDs for different

optical power inputs and irradiance thresholds (0.1-1 mW mm™).
These numerical modeling approaches can support device design with
W-ILEDs at different wavelengths, providing the basis for calibrating
the system for diverse opsins.

Finite elementanalysis (FEA) techniques reveal transient heat gen-
eration and transport dynamics that provide guidelines for selecting
operating parameters (power and duty cycle of the p-ILEDs) to ensure
that the maximumtemperaturerise in the brain remains within a physi-
ologically acceptable range. For optogenetic activation of red-shifted
excitatory opsin variants (for example, ChrimsonR), a2-ms pulse width
is sufficient to generate action potentials in stimulated neurons, based
on previous studies®?®. Operating p-ILEDs witha2-ms pulse width ata
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Fig. 2| Spatiotemporal characteristics of light propagation and heat
accumulation during device operation. a, Power conversion pathways in

the FOD, including the desired optical power for optogenetic activation, the
non-optical power dissipating non-radiatively as heat and the photothermal
effects induced by tissue absorption of photons. Cartoonillustration, not
reflecting precise scaling factors. b, Geometric model of the main components
surrounding the FOD. Accessory components, including dental cement, device
encapsulations and cyanoacrylate adhesive, are considered in the model but
not displayed. Shading areas define the planes of interest in the simulations. c,
Electrical power, optical power and input current for a single red p-ILED (628 nm)
asafunction of primary power applied to the transmission antenna. d, Coronal
section of three-dimensional Monte Carlo simulation of light propagation from
asingle p-ILED relative to the brain regions defined by reference brain atlas at
bregma-1.58 mm. Input optical power of p-ILED, 6.12 mW. e, Summary data
showing normalized simulated and measured optical intensity at different
depthsin the brain tissue. Absolute light intensity at 628 nm at different depths
was normalized to the maximal intensity at pia (z= 0). f, Monte Carlo simulation
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of light propagation of four independent p-ILEDs in three-dimensional

space. Gray lines depict adjacent structures, including dental cement, FOD,
encapsulation, cyanoacrylate adhesive and skull and brain surfaces. g, Contour
map plot showing the total illumination volume from four-p-ILED co-activation
for differentinputirradiance and intensity thresholds for opsin variants.

h, Spatial distribution of heat accumulation during a single p-ILED operation

at 20 Hz (2-ms pulse width) for 0.3 seconds in the coronal section. i, Simulated
and measured temperature rise as a function of operation time at 20 Hz (2-ms
pulse width) on the skull and brain surfaces. Measured data are presented
asmean +s.e.m. n =5 technical replicates for skull surfaces; n = 3 technical
replicates for brain surface. Technical replicates are included to account for
fluctuations in environmental temperature. j, Spatial distribution of heat
generation on the brain surface with sequential four-p-ILED operation at 20 Hz
(2-ms pulse width, 0.3 seconds each). k, Simulated temperature rise as a function
of operation time at 20 Hz (2-ms pulse width) on the skull and brain surfaces for
fourindividual p-ILEDs. ~, approximately.

frequency of 20 Hz corresponds to a4%duty cycle. A three-dimensional
FEA thermal simulation based ontheseillumination parameters models
temperature distributions throughout surrounding structures for the
operation of a single p-ILED for 0.3 seconds (20 Hz, 2 ms, six pulses;
parameters used in the behavioral experiments below). The results
indicate a maximal temperature increase on the skull and brain sur-
facesat 0.24 °Cand 0.04 °C, respectively (Fig. 2h). Temperature moni-
toring using customized thin-film thermistors is consistent with the
simulated temperature increases (Fig. 2i and Extended DataFig. 5a—c).
The dental cement that surrounds the interface promotes the

dissipation of heat due to its higher thermal conductivity (approxi-
mately 0.7 mW mm™K7; Supplementary Table 3) compared to that
of adjacent tissue (<0.6 mW mm™K™; Supplementary Table 3). The
results also capture the temporal dynamics of temperature distribu-
tions (Fig. 2i). An example in three-dimensional space involves the
activation of multiple p-ILEDs in sequence (four p-ILEDs, 0.3 seconds
each for a total of 1.2 seconds; parameters used in behavior experi-
mentsbelow) toillustrate the spatiotemporal profile of heat generation
across theregions of interest (ROIs) (Fig. 2j). At optical powers similar
tothose used for behavioral studies below, thermalinterference across
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multiple p-ILEDs is minimal (Fig. 2k and Supplementary Video 4).
Extended DataFig. 5d-g shows the simulated and measured tempera-
ture rise on the skull and brain surfaces for a single p-ILED operating
with different duty cycles, frequency and input optical power. Simple
modifications to the device design, such as the addition of a metal
coating on the backside of the FOD, can enhance thermal dissipation
(Extended Data Fig. 5h,i), to further reduce the thermal load on the
brain, as might be necessary for experimental protocols using high
duty cycle optogenetic stimulation. Additional details on numerical
characterization and simulation of optical and thermal effects are
included in the Methods section. The optical and thermal properties
of materials are included in Supplementary Tables 2 and 3.

Characterizing neuronal effects of transcranial optogenetic
activation

Our numerical framework predicts effective light transmission through
the skull and brain tissue from the p-ILED light source to activate
red-shifted opsin variants. However, the neuronal effects of one-photon
optogenetic stimulation do not strictly adhere to the light propaga-
tion rules defined by Monte Carlo simulations. The discrepancy may
arise from several factors, including the anatomical distribution of
neurons across cortical layers, the morphology of targeted neuron
subtypes aswellasthelocalirradiance and opsin molecule distribution
across subcellular compartments, such as dendritic arbors, neuronal
somataand axons. To characterize the neuronal effects of transcranial
optogenetic activation, we used illumination from the p-ILED source
in conjunction with AAV.hSyn.ChrimsonR.tdT, which expresses Chrim-
sonR-tdTomato under the human synapsin1(hSyn) gene promoter for
high neuron-specific expression. This viral construct does notinclude
specific subcellular targeting motifs, resulting in relatively broad mem-
brane expression patterns.

Wetransduced AAV.hSyn.ChrimsonR.tdT into eight cortical sites
spanning four distinct regions in both hemispheres in adult mice.
These regions include the motor cortex (AP: +1.5 mm, ML: £2.0 mm),
somatosensory cortexencompassing the limb regions (AP: 0 mm, ML:
+2.0 mm), somatosensory cortex encompassing the trunk representa-
tion (AP: -1.5 mm, ML: +2.0 mm) and the visual cortex (AP: -3.0 mm, ML:
+2.0 mm) (Fig. 3a and Extended Data Fig. 6a—d). Figure 3b illustrates
the targeted brain regions relative to the p-ILED locationina 2 x 4
FOD configuration. Fluorescence in situ hybridization (FISH) for ¢dT,
SIc32a1(VGIuT1) and Sic17a7(VGAT) was used to determine the number
of ChrimsonR-expressing neurons and the proportion of excitatory

and inhibitory populations (Extended Data Fig. 6¢). Our results show
that the majority of neurons labeled by our procedures reside in corti-
callayers 5-6 and are predominantly glutamatergic (vglutI’; Fig. 3c).

Next, we examined the mRNA levels for theimmediate-early gene
fosto quantify the extent of neuronal activationin response to optoge-
netic stimulation from the pulsed p-ILED light source. Fosis known for
itsrapid-onset transcriptional activity and transient presence, dueto its
short half-life. Anesthetized ChrimsonR-expressing animals received
four 5-minute sessions of optogenetic stimulation (5 seconds on/off,
20 Hz, 2-ms pulse width at 6.12 mW optical power during the 5-second
on period) and remained anesthetized before tissue processing to
minimize non-stimulation-related fos transcription. For each cortical
region, two control brain areas were selected: the contralateral region
in the opposite hemisphere and a distal contralateral region 3 mm
away. A 240 x 240 x 240 pm® volume directly beneath the p-ILED was
examined in layer 5 for each cortical region, and every other brain
section was sampled for analysis (Fig. 3d). The number of fos" cells
in the stimulated region ranged from 42 to 76 (20-46 tdTomato" and
22-44 tdTomato™), showing a substantialincrease compared to either
control region (Fig. 3e).

Although fos measures provide a useful quantitative estimate of
the number of neurons that have been recently activated and their
layer distribution, in vivo extracellular electrophysiology is necessary
to sample the temporal patterns of optogenetically evoked neuronal
firing under the p-ILED and at varying distances away, across relevant
stimulation intensities (Fig. 3f). Using four-shank, 64-channel multi-
electrode array (MEA), we recorded extracellular electrical activity in
the somatosensory cortex in head-fixed mice (Fig. 3g). We activated
ap-ILED next to the MEA at varying distances along the surface of the
cranium. Ateach distance, 2-ms pulses at4 Hzwere delivered for 60 sec-
onds at 2.20-mW, 4.46-mW, 6.49-mW and 8.07-mW optical power,
corresponding to 5-mA, 10-mA, 15-mA and 20-mA input current. We
observed evoked single-unit activity time-locked with optogenetic
stimulation (Fig. 3h). Figure 3i captures the average firing rate of units
atdifferentinputirradiance across cortical depth, and Fig. 3j shows the
distribution of the firing rate of all recorded single units at different
depths before and after optogenetic stimulation at 6.49 mW. For any
device that includes multiple spatially distributed light sources, it is
essential to characterize the lateral spatial profile of neuronal activa-
tion resulting from a single source stimulation. Figure 3k shows the
post-stimulation firing rate of cortical units recorded from electrodes
placed at different horizontal distances from the p-ILED with 6.49-mW

Fig. 3 | Characterization of neuronal effects of transcranial optogenetic
stimulation via p-ILEDs. a, Schematic showing viral transduction and
stereotaxic coordinates for eight cortical regions in wild-type mice. b, Schematic
representation of reference brain atlas sections transduced with ChrimsonR,
aligned with the p-ILEDs on a2 x 4 FOD. ¢, Left: representative image showing

the distribution of tdTomato (tdT), slc32al (vglutl) and slcI7a7 (vgat) transcripts
insuperficial and deep layers of the motor cortex. Right: quantification of tdT",
tdT'vglut" and tdT vgat cells across cortical regions. n = 3 animals per group,
mean +s.e.m. Scale bar, 20 um. d, Top: schematic illustration of the transcranial
optogenetic stimulation setup, parameters and sampled brain regions for
fostranscript quantification. Bottom: representative images of tdT and fos
transcripts in the stimulated cortical region and a distal control region. Scale bar,
20 pm. The experiment was repeated independently on 12 brain slices

from three animals. e, Left: scatter plots showing integrated density of tdTand
fostranscripts of cells in the stimulated, contralateral control and distal control
cortical regions. Thresholds determined by k-means clustering,

tdT =2290.8; fos" = 880.61. Right top: summary of the number of tdT"fos*
neurons in the stimulated, contralateral control and distal control cortical
regions (Stim., 30.25 + 5.573; Contra, 7.25 + 3.544; Distal, 2.5 + 0.866; one-way
ANOVA, Sidak’s multiple comparisons test, Stim. versus Contra, P = 0.0044; Stim.
versus Distal, P=0.0013). Right bottom: summary of tdT fos' neurons (Stim.,
30.00 +5.228; Contra, 7.5+ 2.901; Distal, 3.0 + 1.081; one-way ANOVA, Sidak’s
multiple comparisons test, Stim. versus Contra, P=0.0028; Stim. versus Distal,

P=0.0008). Data are presented as mean +s.e.m., n = 4 animals. f, Schematic of
thein vivo extracellular electrophysiology recording setup using an MEA, with
the p-ILED positioned at varying distances along the cranial surface and operated
at different optical power levels. g, Spatial distribution of electrodes on the
MEA, with representative waveforms from a subset of units for one recording
session. Scale bar, 250 pm. h, Raster plot showing spike activity of all single units
before and after optogenetic stimulation from a p-ILED adjacent to the MEA
(stimulation, 4 Hz, 2-ms pulse width). i, Summary of the mean firing rate of all
single units before and in a 2-ms time window immediately after optogenetic
stimulation at different optical power levels. Data are presented as mean +s.e.m.
j, Histogram of unit distribution across firing rate bins before and after
optogenetic stimulation. Inset: cumulative probability of firing rate distributions
before stimulation and after stimulation. k, Summary of the mean firing rate of
all single units before and in a 2-ms time window immediately after optogenetic
stimulation at different distances to the center of p-ILED at 6.49 mW optical
power. Dots represent individual units; lines indicate mean +s.e.m. Two-way
ANOVA, Sidak’s multiple comparisons test, Pre-stim. versus Post-stim., 419 pm,
P<0.0001, n=167 units; 548 pm, P< 0.0001, n =172 units; 613 um, P < 0.0001,
n=73units; 708 pm, P<0.0001, n = 62 units; 909 um, P=0.0005, n =76 units;
975 um, P<0.0001, n =67 units; 1,206 pm, P= 0.8260, n = 59 units; 1,257 um,
P=0.8388, n=68 units; 1,505 pm, P=0.1633, n = 68 units; 1,546 pm, P = 0.1356,
n=65units. *P < 0.01,**P< 0.001, ***P < 0.0001. NS, not significant.
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Fig. 4 |Sequential cortical activation drives operant learning based on cue
discrimination. a, Schematicillustration of the operant learning task with
artificial optogenetic cues. Mice make decisions based on the discrimination

of cortical activation sequences, with successful trials rewarded by sucrose.

b, Summary data showing the performance trajectories of cue discrimination
for animals expressing ChrimsonR or tdTomato based on the success rate of
obtaining sucrose rewards. Level 1, distinction of target sequence versus no
stimulation; level 2, target sequence versus a certain non-target sequence; level
3, target sequence versus a pool of randomized sequences. Chance =0.5.n =15
animals for ChrimsonR and n = 5 animals for tdTomato. Each session includes up
to 100 trials. Shapes and orange lines indicate individual animals that reached
80% success rate in level 1 (learners). Black lines indicate animals that failed to
reach 80% success rate in level 1 (non-learners). Data of tdTomato controls are
presented as mean +s.e.m. ¢, Definition of spatial distance between the target

Stimulation d_total (mm) Stimulation d_total (mm)

sequence and individual randomized non-target sequenceinlevel 3.d, Line plot
showing success rate as a function of spatial distance for three individual animals
inthe level 3 task. The number of trials with correct orincorrect choicesineach
bin of spatial distance was plotted in the histogram. e, Summary data showing
the number of trials with correct orincorrect choices in each bin of spatial
distance from all animals expressing ChrimsonR or tdTomato. n = 10 animals for
ChrimsonR and n =5 animals for tdTomato. f, Summary data showing success
rate as a function of spatial distance for all animals expressing ChrimsonR

or tdTomato. n =10 animals for ChrimsonR and n =5 animals for tdTomato.
ChrimsonR, one-way ANOVA, F, ;5;=5.028, P < 0.0001; test for linear trend,

R? (effect size) = 0.3018, P < 0.0001. tdTomato, one-way ANOVA, Fy, .5 = 0.04772,
P>0.9999; test for linear trend, R? (effect size) = 0.0001, P= 0.9354. Data are
presented as mean +s.e.m.
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Fig. 5| Temporal weighting in stimulus sequence modulates discrimination of
spatially patterned activation. a, Hypothesized outcomes in the discrimination
of sequential cortical activation based on the weighting of early or late
stimulation digits. b, Left: schematic showing random non-target stimulation
sorting based on the stimulation site (LED 1-8) and digits (1st-4th stim.). The
color of each square is the average success rate for all patterns thatinclude

that square. Right: examples of non-target stimulation sorting in ChrimsonR-
expressing animals; red squares indicate the target stimulation sequence for
each animal. ¢, Summary datashowing average performance change when
randomized stimulation sequence overlaps with the target stimulation on
eachdigit. 1st stim. (random stimulation overlaps with target on 1st digit),
-0.1545 £ 0.0186; 2nd stim., —0.04981 + 0.0097; 3rd stim., —0.0513 + 0.0102; 4th
stim.,—0.0604 + 0.0500. One-way ANOVA, F, 346143, = 11.43, P= 0.0010, Sidak’s
multiple comparisons test, 1st versus 2nd stim., P= 0.0038; 1st versus 3rd stim.,
P=0.0071;1st versus 4th stim., P= 0.0159; 2nd versus 3rd stim., P> 0.9999;

2nd versus 4th stim., P=0.8221; 3rd versus 4th stim., P= 0.9171. Box plots show
the median (line), 25th and 75th percentiles (bounds of box) and minimum and

maximum values (whiskers). n =10 animals. d, Left: schematic illustration of
non-target stimulation sorting based on the spatial distance from the target
stimulation at each stimulation digit. Right: Pearson’s correlation analysis of
spatial distance and success rate based on stimulation digit. e, Experimental
validation of the digit-weight effect in perception. Left: schematic illustration of
experimental design. A group of probing sequences with 75% similarity (three
stimulation digits) to the target sequences were used as non-target stimulations.
Varying stimulation locations were selected at each non-overlapping digit for
each animal. Right: summary data showing success rate in the 75% similarity
probing tasks for each non-overlapping digit. Each data point represents a
single 100-trial session, and each shape represents the animal used in Figs. 4 and
5.0ne-way ANOVA, P< 0.0001, ; ¢ = 8.327, Sidak’s multiple comparisons, 1st
stim. versus 3rd stim., P=0.0030, 1st stim. versus 4th stim., P= 0.0001, 2nd stim.
versus 4th stim., P= 0.0308; differ @ 1st stim., n = 18 sessions; differ @ 2nd stim.,
n=19 sessions; differ @ 3rd stim., n =17 sessions; differ @ 4th stim.,

n=19 sessions, from five animals.

optical power. Recordingsin ChrimsonR™animals at varying distances
captured stimulation artifacts associated with current delivery to the
K-ILED (Extended DataFig. 7a,b). For both ChrimsonR"and ChrimsonR™
animals, common-mode artifacts were estimated and removed using a
version of the sequential principal components regression algorithm?*
(ERAASR; see Methods for details). In addition, local field potentials
(LFPs) evoked by p-ILED stimulation at varying input irradiances and
distances are described in Extended Data Fig. 7c—f.

Sequential cortical activation drives operant learning based on
cue discrimination

To address the feasibility of generating artificial perception through
digitized optogenetic inputs, we employed an operant conditioning
behavioral paradigm, where animals learn to identify artificial cues
and respond to receive rewards''**°, We systematically manipulated
neuronal activity indifferent cortical regions and quantitatively meas-
ured perceptual responses in decision-making tasks. As a proof of
concept, we fabricated devices with 2 x 4 FOD configuration to target
the motor cortex, somatosensory cortex spanning the limb regions,
somatosensory cortex covering the trunk representation and the visual
cortex inboth hemispheres. The efficacy of transcranial optogenetic

activation was visually confirmed by tonic motor responses elicited
by prolonged high-frequency (20-Hz) light stimulation at the motor
cortex, as described in our previous reports®". In the operant condi-
tioning paradigm, mice initiated trials by nose-poking the center port.
Subsequently, sequential cortical optogenetic inputs were delivered
to four designated locations among the eight, each stimulated for
0.3 seconds at 20 Hz (six pulses at 6.12-mW optical power, with 2-ms
pulse width). After stimulation termination, mice received a ‘go’ cue
indicating that they could choose the left-side or the right-side port.
If mice selected the port associated with the stimulation pattern, they
received asucrose reward droplet, whereas incorrect choicesledtoan
air puff punishment (Fig. 4a).

We trained mice to discriminate a designated target sequence in
three tasks of progressive difficulty. The simplest task required discrim-
ination against null stimulation, where none of the LEDs lit up. After
achievinga high success rate (80%), mice had to discriminate the target
sequence against a specific non-target sequence. After pretrainingon
level 1and level 2 tasks, mice received a pool of randomly generated
non-targetsequencesinthetrials, requiring discrimination of the target
sequence from this pool (Fig. 4b). A subset of ChrimsonR-expressing
mice learned to reach higher success rates across the three levels of
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tasks within 10 days (median number of sessions: eight for level 1; five
forlevel 2;14 for level 3) (Extended DataFig. 8a,b), whereas the perfor-
mance of tdTomato-expressing control mice remained at chance level
(0.5) after 20 sessions at each task level (Fig. 4b).

Because of non-uniform connectivity across the broader cortical
space® *, it was unknown whether alarger physical distance between
stimulation locations correlated strongly with stimulus discriminabil-
ity. We, therefore, utilized the randomized non-target sequences from
the level 3 task to construct a spatial distance framework correlating
sequence discrimination performance with spatial distance on the
cortical map (Fig. 4c). Distinct distributions of success and failure
trials based on the spatial distance of the randomized sequence were
observed in the data collected from individual animals. Success rate
increased as the non-target sequence spatial distance from the des-
ignated target sequence increased (Fig. 4d). The distribution of trial
outcomes and the trends in success rate persisted at the group level.
By contrast, trial outcomes from tdTomato-expressing controls were
notassociated with the spatial distance of sequences (Fig. 4e,f). These
findings suggest that spatial distance among sequential cortical activa-
tions contributes to the discriminability of spatiotemporally patterned
artificial stimuli provided by the FOD. Before and after postoperative
recovery from device implantation, mice displayed no significant
changesin velocity, acceleration and exploration of the environment
during open field locomotion (Extended DataFig. 8c,d). These findings
confirmthat our miniaturized wireless systems minimally perturb natu-
ralmovement. Analyses of reaction times show a similar distribution for
correctand incorrect behavioral outcomes (Extended Data Fig. 8e,f).
Individual-level behavioral analyses depict the variability of responses
within and across animals (Extended Data Fig. 9).

Temporal weighting modulates discrimination of spatially
patterned activation

Next, we examined whether the earlier stimuli in a patterninfluence
behavior in the same ways as the later ones. For this experiment, we
treat the temporal order of each stimulation location (the ‘digits’ of the
sequence) asanindependent variable. Randomly generated non-target
patterns are categorized based on stimulated cortical locations foreach
digit. For example, non-target stimulation trials initiated with motor
cortex stimulation were grouped, and the total success rate for these
trials was calculated (Fig. 5a). We hypothesized that the contribution
of each digit to perceptual discrimination may vary based on place-
mentinthetemporal sequence, analogous to the temporal weighting
framework from perceptual psychology**~*". This framework, applied to
the currentexperiment, predicts that performance willbe worse when
thereis overlap between target and non-target stimuli at the digits more
heavily weighted by the subjects. For example, if earlier activations are
assigned greater weight, then overlap early in the sequence would have
astronger negative impact on performance, whereas greater weight-
ing of later activations would result in worse performance when digit
overlap occurs later in the sequence (Fig. 5a).

Our results demonstrate that overlapping stimulated cortical
regions betweentarget and non-target sequences at the first digit result
in the lowest success rate, consistent with heavier weights assigned to
earlyincomingstimuli (Fig. 5b and Extended Data Fig. 9b). Furthermore,
overlap between target and random stimuli in the first digit place had
a greater negative impact on performance, compared to overlap in
digits 2-4 (Fig. 5c). Additionally, temporal sequence modulated spatial
distance effects on perceptual discrimination as follows. We observed
a stronger correlation between spatial distance and success rate for
the first digit in the stimulation compared to later ones (Fig. 5d and
Extended DataFig. 9c).In other words, spatial distance in the first digit of
astimulationsequence helped perceptual discrimination of target versus
non-target stimulimore than spatial distance between subsequent digits.

To further explore the temporal weighting of different digits
revealed in the previous experiments with random non-targets, we

next tested mice ondiscriminating non-random stimulation sequences
with high overlap with the learned target sequence (50-75%). After the
three levels of learning (Fig. 4), mice were presented with a group of
probing non-target sequences that were similar to the target sequences
(50-75% similarity—that is, 2-3 overlapping digits). Mice performed
significantly better at distinguishing 50% similarity sequences com-
pared to 75% (Extended Data Fig. 10a). In the 75% similarity probing
task, we further test the temporal weighting of digits 1-4 by varying the
non-overlapping stimulation digit (Fig. 5e). Consistent with our previ-
ous observations, mice performed better when the non-overlapping
digit came earlier (digits 1-2) rather than later (digits 3-4) in the
sequence. We also carried out a series of additional cue discrimina-
tion experiments exploring parts of the very large available stimulation
parameter space in the current FOD. These include discrimination of
stimuli of varying durations at single sites, discrimination of neighbor-
ing single-site stimulations within or across hemispheres as well as
discrimination of the same set of stimulation sites with reversed order
(Extended Data Fig. 10b-h and Supplementary Table 4). Our results
demonstrate that mice are able to discriminate cues across diverse sets
of parameters of patterned stimulation from the FOD. Some combina-
tions of stimulation parameters are easier for the mice to learn than
others, and aspects of their performance can be predicted by relevant
studies from psychology***%*,

Discussion

In this study, we developed a fully implantable optogenetic neural
interface and asupporting ecosystem of technologies for wireless trans-
mission of digitized information to a large-scale network of neurons.
Thereported device uses an array of individually addressable optical
stimulators to transcranially deliver spatiotemporally programmable
patterns of illumination to targeted cortical areas. Real-time program-
mability of location, time and stimulation intensity provides multiple
degrees of freedom, enabling dynamic modulation of cortex-wide
activity. The mechanically compliant, fully subdermally implantable
form factor allows its usage in freely moving animals without external
physical constraints, facilitating the study of artificial perception deliv-
ery withinbehavioral contexts. Furthermore, experimentally validated
comprehensive numerical simulations on transcranial light penetra-
tionand thermal dissipation profiles, along with the characterization
of neuronal activity evoked by transcranial patterned optogenetic
stimulation, serve as detailed guidance for future technology designs
for neuroscience applications. We expect that this robust and scalable
platform is generalizable to accommodate various applications and
animal models.

Key technological innovations

Our fully implantable device, equipped with individually address-
able p-ILEDs on a configurable FOD, offers a wireless alternative to
existing head-fixed approaches using microscopy or dense fiber bun-
dles. Its wireless capability facilitates the investigation of mesoscale
cortex-wide neural dynamicsinuntethered, freely moving animals. The
current studies, beyond providing proof-of-principle experiments for
the current FOD, also elaborate the contexts for perception of artifi-
cially patterned cortical activity in freely moving and freely learning
mice. Many types of behavioral and systems neuroscience experiments
may benefit by the technology we introduce, although it is not suit-
able for subcortical stimulation, for fine-scale spatial mapping or for
targeting single neurons or very small neuronal groups. Well-aligned
experimental paradigms include transcranial patterned control of
neuromodulatory systems that have broad axonal distribution in
the cortex (for example, dopamine, acetylcholine and serotonin).
Moreover, incombination with advanced genetic targeting strategies,
cell-type-specific promoters, subcellular targeting and sparse labeling,
this technology enables controlled manipulation of specific cortical
layers, cell populations or projection-specific ensembles****, With this
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wireless, small, programmable device, it is possible toimplement the
above in ways that are conditional on complex behaviors, including
socialinteractionsin groups of animals, multistep learning assays and
extended experiments with freely moving animals.

Some of the transformative potential of this technology lies in its
adaptability and scalability. We have already demonstrated scalability
by increasing the density of p-ILEDs from 2 x 4 to configurations such
as 4 x 7 and 8 x 8 arrays, with minor modifications to the device form
factor (Supplementary Videos1and 3). For any array size (suchas2 x 4
or 8 x 8) at the current p-ILED size operating sequentially, the cumula-
tive thermal load at any given brain location cannot exceed that of
asingle p-ILED in continuous operation directly above it, which we
have simulated and measured, establishing a ceiling temperature rise
(<0.1°C at the brain surface (Fig. 2h-k)). Given that temperature rise
scales linearly withinput power, the same thermal and FEA models can
be used to estimate heating for a range of stimulation intensities and
configurations. Additionally, experimental temperature measurements
from Extended Data Fig. 5may be used to approximate heating profiles
under other combinations of frequencies and duty cycles. However, the
8 x 8arrays have notyet been evaluated at the level of behavioral assays.
Given the potential for co-activation of the same neuron from multiple
stimulation sites at higher density of p-ILEDs, perceptual discriminabil-
ity of varied 8 x 8 patterns will need to be validated in future behavioral
experiments. For broad adaptability, p-ILEDs of different wavelengths
can be combined into a single FOD, whether the goal is to stimulate
the same approximate regions with different wavelength stimuli or to
target two distal parts of the cortex with different opsins. This concept
was recently demonstrated with three LEDs at red and near-infrared
wavelengths to bilaterally stimulate premotor cortex and unilaterally
activate the superior colliculus®. Likewise, emerging variants of new
light-sensitive proteins*®, together with multi-wavelength FOD, may
facilitate experiments requiring dynamic neuronal activation, inhibi-
tion or modulation across cortical regions. The scalability and adapt-
ability of this platform are increased by the accessibility and low cost
of its materials, which are easily obtainable through institutional core
facilities or commercially available PCBs and device turnkey services.
Toencourage widespread adoption, we have provided fabrication steps
(Extended DataFig.1), componentlists, designs and models (‘Dataavail-
ability’ and ‘Code availability’), ensuring that neuroscience laboratories
worldwide canimplement this technology in their research.

Compared to existing approaches, our system offers a balance
of accessibility and functionality. Although two-photon holography
optogenetics provides unparalleled precision in targeting specific
neuronal ensembles or, in some cases, even individual neurons™ ",
itrequires complex and costly optical systems. Furthermore, reliance
on head fixation limits its utility for studying some naturalistic and
multi-agent behaviors. In a complementary way, our approach facili-
tates mesoscale, minimally invasive transcranial modulationin freely
moving animals, expanding the toolkit for systems and behavioral
neuroscience with a cost-effective, versatile platform for manipulating
large-scale cortical dynamics compatible with naturalistic, environ-
mentally enriched paradigms.

Perceptual discrimination of artificial cortical activation
Usingthe technology advanced in this paper, we constructed a frame-
work to investigate perceptual responses to patterned artificial cortical
activation. By measuring discrimination-based perceptual responses
to systematic and randomized input manipulations, we adapted
approachesinspired by psychological studies in humans and animals
aiming to explore principles underlying artificial perception'*'*’, Our
findings demonstrate that perceptual discriminationisinfluenced by
the spatial similarity of patterned cortical activation, further modulated
by the temporal order of stimulation sites.

Therole of sensory modalities and cortical architecture in percep-
tual discrimination and learning is well recognized*®™". Stimulating

distinct cortical regions associated with sensory and motor func-
tions elicits different perceptual and behavioral outcomes, fur-
ther complicating the analyses of artificially patterned cortical
activation. Our behavioral analyses revealed significant differences
in learning efficacy based on the spatial and hemispheric origins
of cortical stimulation. Animals display higher success rates when
discriminating against same-modality stimulations across hemi-
spheres compared to within-hemisphere, cross-modality activation
(two-sided unpaired t-test, ipsilateral versus contralateral, P= 0.0053;
Extended Data Fig. 10c—e). Additionally, potential differences in
behavioral responses to stimulation of sensory versus motor cortices
may relate to how animals interpret these activations. For example,
early-in-sequence stimulation of motor cortices, potentially reducing
the activation threshold to action, could elicit more robust learning
outcomes compared to patterns thatinitiate in sensory cortices. Alter-
natively, motor commands may recruit peripheral mechanorecep-
tors that amplify the associated somatosensory percepts to enhance
discriminability’>®. Even with a necessarily limited sample size, our
present study reveals both individual variability in the learning of
artificial cortical stimulation patterns and stimulus structure-related
regularities that can be used to probe questions about multimodal inte-
gration of cortical activity and broader systems neuroscience themes.

Temporal order further emerges as a factor regulating the dis-
crimination of artificially induced cortical activation patterns. Tem-
poral variables in sensory events are well known to modulate arange
of natural perceptual processes across tactile, auditory and visual
domains®****% Toisolate the effects of temporal order, we constrain
other temporal variables, such as stimulation duration, number of
pulses andinter-stimulus intervals, allowing temporal order of stimu-
lation sites alone to drive perceptual differences. Our analyses reveal
thatearlier timeintervals are weighted more heavily in discrimination
tasks, consistent with psychological studies demonstrating the dis-
proportionate influence of early stimuli on perceptual decisions®**.
Although this finding aligns with potential serial position effects, we
caution against direct generalization to established psychological
principles due to the fundamental differences between naturalistic
sensory inputs and artificially patterned activations. Future studies
could leverage systematic variations in temporal intervals to disen-
tangle biasesintemporal order processing from effects specific to the
timing of artificial stimuli. Such investigations, well supported by the
current device capabilities, could yield deeper insights into the inter-
actionsbetween temporal variables and perceptual discriminationin
artificial cortical activation.

Potential applications in BMI and bio-inspired robotics

The wireless, battery-free and completely subdermal nature of this
device reduces the cleaning and maintenance requirements for a
potential prosthesis when compared with current BMI stimulation
methods’. Additionally, the transcranial FODis less invasive, and a fully
wireless, subcutaneous control module allows greater mobility. Recent
studies relying on electrical intracortical microstimulation (ICMS) in
human patients with spinal cord injury have shown that stimulating
overlapping projected fields within the cutaneous areas of primary
somatosensory cortex allows for greater localization and intensity
of sensation®. The adjustability of the FOD form factor, as well as the
location and density of LEDs, may allow researchers to work with the
patients to create stimuli sets that are more discriminable than cur-
rentICMS methods. The FOD would also be able to cover alarger area
thanasingle MEA and could potentially stimulate more discriminable
percepts®. As optogenetic tools for human application continue to
advance’”8, the combination of targeted opsin expression and wire-
less patterned stimulation will support new modes of neural activ-
ity control over subpopulations. By enabling programmable flexible
activation patterns, this platform could provide a valuable tool for
next-generation neuroprosthetic systems.
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Future technical development
Future development of this device platform can focus on enhancing
the spatial resolution of optogenetic stimulation. This goal can be
achieved by increasing the number and reducing the size of optogenetic
stimulators, leveraging advancements in semiconductor technology
or microfabricated p-ILEDs. Digital control methods offer a promis-
ing approach to address multiple optoelectronic components with
minimal wiring, enabling complex stimulation patterns while main-
taining a compact device footprint®. Additionally, transferring the
stimulator arrays onto compliant substrates will extend their applica-
tions to peripheral nervous systems and other organs, further driving
innovationin neuralinterface technology. The soft, minimally invasive
nature of this future interface also enhances its translational poten-
tial, particularly for therapeutic applications in non-human primates
and humans. Opsin-independent photomodulation presents another
exciting avenue for clinical translation of this technology, bypassing
the need tointroduce genetic modifications for certain applications®’.
In its current design, the device platform does not support
real-time neural recording capabilities or closed-loop control mech-
anisms. Introducing advanced electronic modules capable of bidi-
rectional communication, such as those using Bluetooth low energy
(BLE) or Wi-Fi**, could support simultaneous neural recording and
optogenetic stimulationina closed-loop configuration. The platform’s
adaptability and compatibility with open-source platformsinbehavio-
ral neuroscience, including autonomous behavioral training systems®,
offer substantial opportunities for high-throughput experimental stud-
ies. Future development of this technology could incorporate further
improvements to enable sustained operation in biological systems.

Online content

Any methods, additional references, Nature Portfolio reporting sum-
maries, source data, extended data, supplementary information,
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Methods

Device fabrication and assembly

A third-party vendor (PCBWay) produced the fPCB via laser ablation
for the electronic module, the p-ILED panel and the serpentine inter-
connect based on designs created using commercial computer-aided
design (CAD) software (AutoCAD; Autodesk). The fPCB substrate for the
electronicmodule and p-ILED panel used a three-layer copper (18 pm)-
polyimide (25 pm)-copper (18 um) fPCB design. Alternatively, polyester
(PET, 64 pm) may be used to replace polyimide to enhance the optical
transparency of the devices. The fPCB substrate for the serpentineinter-
connectused afive-layer copper (12 pm)-polyimide (12.5 pm)-copper
(12 um)-polyimide (12.5 um)—-copper (12 um) fPCB design. The total
thickness was approximately 100/200 um for polyimide/PET-based
circuit boards with solder mask layers and approximately 60 pum for
serpentine interconnects. Hot air soldering using a heat gun operated
at220-270 °Cand low-temperature solder paste (Indium Corporation)
electricallybonded the commercial electronic and optical components
onthe fPCB to establish the function of the electronic module and the
I-ILED panel. The same soldering strategy further electrically con-
nected the electronic module and the p-ILED panel with the serpentine
trace toformthe complete device. The chemical vapor deposition (CVD)
process thenformed auniform parylene encapsulation coating (14 pm)
around the device. Additional dip-coated epoxy (Norland 63) cured
by ultraviolet light exposure mechanically secured and encapsulated
the solder joints. Finally, mold-cast silicone coatings (Ecoflex 00-30,
400 pm) symmetrically covered the top and bottom surfaces of the
serpentine trace and electronic module.

Smart NFC wireless electronic device

A 10-turn planar coil surrounding the perimeter of the device ena-
bled magnetic inductive coupling to an external antenna for NFC and
wireless power transfer. The harvested power was buffered on a five-
22-uF ceramic capacitor bank that allowed storage of approximately
1.3 mJ of charge when completely charged (5 V). The harvested power
was regulated with a 2.8-Vlow dropout regulator to provide constant
voltage to the electronics. The NFC memory (STMicroelectronics,
M24LRO4E-R) provided standardized (ISO 15693) NFC communication
with anexternal radiofrequency NFC driver (Neurolux, Inc., PDC Box)
as the basis for bidirectional communication. A low-power 8-bit
microcontroller (Microchip Technology, Inc., Attiny84) equipped
with dedicated firmware received remote commands through the
NFC memory and implemented spatiotemporal activation of the eight
H-ILEDs (Three-Five Materials, TCE12-628).

Hybrid analog/digital matrix multiplexing

Theindependent control of the eight p-ILEDs is based on matrix mul-
tiplexing where two variable voltage lines connect the rows at the
anodes of the p-ILEDs and four digital lines connect to the columns
at the cathodes (Extended Data Fig. 3). The use of two independently
addressable digital-to-analog converters (DACs) connected with the
microcontroller vial2C provides user-defined voltage levels. The use
of the other four digital control lines allows for forward biasing only
when writing logic O but not otherwise. This combination of hybrid
analog/digital multiplexing serves as the basis forindependent p-ILED
activation at programmable voltages.

This simple matrix intensity modulation approach requires
only two DAC chips (2 mm x 2 mm each; Microchip Technology Inc.,
MCP4706). By contrast, other intensity control implementations
increase the component count and complexity of the electronics,
posing an integration challenge in the limited space available in the
implantable device with dimensions compatible with mice. These
alternative approaches include, on a per-channel basis, the Howland
voltage-controlled current source (one operational amplifier chip and
four passive resistive elements) and a voltage-controlled transconduct-
ance amplifier current source (one operational amplifier chip, one

transistor and oneresistor), where both cases also require the use of a
voltage source such as the DACs.

Implementation of wirelessly programmable,
intensity-controlled spatiotemporal illumination

The wireless device generates programmable spatiotemporal pat-
terns of activation using the following approach. A read/write
radiofrequency-accessible non-volatile memory (STMicroelectronics,
M24LRO4E-R) receives commands via NFC. This NFC memory, con-
nected with the microcontroller (Microchip Technology, Inc., Attiny84)
vial’C, produces aninterruption to the protocol upon command arrival.
The microcontroller, prompted by this interruption, reads a memory
block consisting of four bytes that contain the sequence/activation
order for p-ILEDs. Each byte includes the information for the p-ILED
indextoactivate (four least significantbits) and up to 16 intensity levels
(four most significant bits). The channel selection and intensity are then
sent to the analog/digital hybrid matrix multiplexer to forward bias
to the selected p-ILED at one of the 16 preprogrammed voltage levels.
This block of memory is written via NFC on demand as required by the
progression of the behavioral protocol. Itis worth mentioning that the
16 preprogrammed voltages can be updated viaNFC before the start of
the experiment. Operational parameters, such as frequency and pulse
widths per p-ILED and delay between p-ILEDs in the sequence, are also
user defined viaNFC. These values, once written, will remainin memory
until further update, if necessary. This way, universal firmware can be
used without the need for firmware customization per application.

Mechanical modeling and characterization

The commercial software Abaqus (Dassault Systémes Simulia Corp.
(2020)) was used to assess the mechanical characteristics of the
device® . Thecircuitboard, the FOD and the serpentine interconnect
were modeled by composite shell elements (S4 elements), consisting of
films of copper, polyimide and parylene. The Young’s modulus and Pois-
son’sratio of the film materials are as follows: E., =130 GPa, v., = 0.34,
Ep=2.5GPa, vy =0.34, Epyryiene = 2.1 GPa and vp,yjene = 0.34 (ref. 8). All
components wereembedded insilicone (Ecoflex 00-30) encapsulation.
The encapsulation was modeled using tetrahedron elements (C3D10H).
Mooney-Rivlin hyperelastic constitutive model was employed to char-
acterize the encapsulation material, with Cecofexio = 8 KPa, Ceeopiexor = 2 kPa
and Dy nex = 0.002 kPa™ (corresponding to initial Young’s modulus
E;oniex = 60 kPaand Poisson’s ratio Vi pe, = 0.49)%. For stretching, twist-
ing and bending simulation, the circuit board was fixed, and the dis-
placements and rotations were applied to the panel. For the contact
simulation of the panel to the skull, auniform pressure was applied to
the panel until all p-ILEDs contacted the skull. The element numberin
the model was approximately 6 x 10°, and the minimal element size was
about one-fourth of the width of the narrowest copper trace (12 um).
Geometricnonlinearities were considered in the simulation. The finite
element mesh convergence of the simulation was validated for all cases.

Electromagnetic modeling and power characterization

To confirmthat the magnetic field within the cages was substantial and
uniform for the behavior experiments, the software COMSOL (COM-
SOL 6.0) was used for the characterization of the double-loop antenna
configuration. An adaptive mesh composed of tetrahedron elements
and a spherical surface with a radius of 1,000 mm was employed as
the radiation boundary to ensure computational precision. For the
numerical modeling, the relative dielectric constant of air was set to
1,and the conductivity of copper was set to 5.8 x 10’ S m™. To evaluate
the normalized magnetic induction intensity on different planes of
the cage, the current flowing through the copper wires was set to1 A.

Optical characterization
The optoelectronic characterization of p-ILED began by obtaining
the corresponding current-voltage (I-V) characteristics using a
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semiconductor device analyzer (Keysight, S1500A) interfaced with a
probe station (Signatone, 1160). Then, measurements of p-ILED current
during wireless operation, combined with obtained I-V characteristics,
yielded the electrical power of p-ILED with respect to the power sup-
plied to the transmission antenna. Anintegrating sphere photodiode
power meter (Thorlabs, S140C) in combination with a calibrated power
meter (Thorlabs, PM100D) served to characterize the optical power
generated by the p-ILED. A current source (Tektronix, Inc., Keithley
6221) powered the p-ILED after insertion into the integrating sphere,
with applied current from 1 mA to 20 mA with a1-mA interval. This
result, combined with p-ILED I-V characteristics and current during
operation, yielded the p-ILED efficiency and output intensity with
respect to the transmission antenna power.

For measurements involving light attenuation in brain tissue, a
patch cable (600-pm core, numerical aperture 0.37; Doric) attached
toanoptical fiber (600-um core, numerical aperture 0.37, 6 mm long)
relayed the signal to the integrating sphere for recording the intensity.
Theisolated mouse skulland brain tissues, affixed to the p-ILED array,
were positioned on a metal block on a stereotaxis that also secured
the optical fiber. With 0.1-mm precision, the optical fiber advanced
through the skull base and brain, and light intensity readings were
recorded ateach depthuntil the fiber tip reached the pia. The absolute
intensity readout was normalized to the maximum intensity at the pia
level, providing the light attenuation ratio in the brain tissue at each
depth. Subsequent measurements of post-skull optical penetration
efficiency followed the same procedures, incorporating an additional
piece of mouse skull affixed to the p-ILED exposure surface when using
the integrating sphere for measurements of optical power for the
H-ILED with varying inputs.

Thermistor fabrication and thermal characterization

To measure the temperature load inthe surrounding structures of the
optical-neural interface, a thin-film thermistor was fabricated using
standard photolithography®. Fabrication of the thin-film thermistor
began by spin-coating polymethyl methacrylate (PMMA; 500 nm) and
polyimide (5 pum) on a silicon wafer substrate sequentially. Electron
beam physical vapor deposition (EBPVD) then formed a thin conduc-
tive film of 20-nm Ti and 100-nm Au on the polyimide layer. Another
spin-coating process formed a thin layer of photoresist (Microposit,
S1813; approximately 1.5 um) on the metal layers. A maskless aligner
(Heidelberg Instruments, MLA 150) patterned the photoresist layer
into the desired geometry that contains sensors and connectiontraces.
Sequential wet etching using Au etchant (Transene, Type TFA) and buff-
ered oxide etch (Avantor, BOE 6:1) transferred the photoresist pattern
tothe underneath metal layers. After removing the remaining photore-
sist withacetone, asecond layer of polyimide (5 um) and athin layer of
Cu (60 nm) were deposited sequentially using spin-coating and EBPVD,
respectively. Asimilar lithography and wet etching process (using Cu
etchant) formed an etching mask onthe Culayer that encapsulated the
patterns on the Ti/Au layers. A dry etching process using reactive ion
etching (March RIE) transferred the Cu layer patternto the underneath
polyimide. Finally, the Cu mask was removed by Cu etchant.

Two clamps firmly held another same-size silicon wafer against the
device silicon wafer with a tissue sandwiched in between. The wafers
were then placed inanacetone bathin aglass beaker. A hotplate oper-
atedat 80 °Cwarmed the bathto accelerate the dissolution of PMMA.
After 2 hours, a water-soluble tape transferred the device from the
silicon wafer after careful removal of the top wafer and tissue. The
thermistor was wired to a digital multimeter (National Instruments,
USB-4065) after the removal of the backside water-soluble tape with
deionized water. The temperature responses of the sensors underwent
calibration using a data logger thermometer (OMEGA, HH374). The
thin-film thermistor was then attached to the surface of the p-ILED,
skulland brain with epoxy glue to acquire temperature changes during
K-ILED operation.

Geometric modeling of cranial structures

The geometric models of the cranial structures were generated from
an open-source database of rodent anatomical structures, corrected
for C57/BL6 mice based on species-specific dimensional profiles.
Original files (.stl) were converted to .stp and modeled using Abaqus.
The FOD was reconstructed from the CAD file, mounting on the sur-
face of modeled cranial structures. Additional materials, including
cyanoacrylate adhesives, Norland 63, parylene-C, p-ILEDs, fPCB and
dental cement, are modeled in the full model. The geometric model
was further converted into voxels and finite elements for optical and
thermal simulation.

Optical simulations

The Monte Carlo method was used to simulate the optical profile
for transcranial optogenetic stimulation®®®’. Each volume in the
numerical simulations consisted of (400)* voxels, with dimensions
of (12.5 pm)?, filling a total volume of (5 mm)3. The red (628-nm)
illumination source corresponding to the dimensions of the p-ILED
was set to 0.3 x 0.3 x 0.09 mm?, featuring a Lambertian emission
angle distribution:

L(6)=LocosO

L(6) isthe optical intensity. Ois the angle between the irradiation
directionand the normal of the p-ILED lower surface, whichis 0.8 mm
above the center of the numerical simulation volume. L, is the optical
intensity for 8 = 0. The simulation launched 10° photons. The materi-
als’ optical properties, including absorption coefficients (u,), reduced
scattering coefficients (u,) and refractive index (n), are summarized
in Supplementary Table 2 for 628 nm. After performing the simula-
tion for each volume of p-ILED, postprocessing of the optical fluence
rate yielded illumination profiles in three-dimensional space. The
three-dimensional reconstruction of the transcranial illumination
profiles resulting from 6.12-mW input optical power was generated
using ParaView 5.7.0 (Kitware). The volume of p-ILED co-illumination
and crosstalk was then calculated based on input optical power and
irradiance threshold for opsin excitation. The numerical model can
be adapted for other wavelengths for which the optical properties of
the brain have been characterized.

Thermalfinite element analysis model

Thetransient-state thermal propagation considering the thermal load
of the p-ILEDs and the body heat flux caused by the optical power is
defined by the governing equation®”*"";

PCy %+ - (—KVT) = Qupe + PHg InQ

qg=h(T-T) ondQ

Here, Tis the temperature; p is the mass density; C, is the heat capac-
ity; and k is the thermal conductivity. Q.. is the heat source gen-
erated by the thermal load of the U-ILEDs. ¢ is the optical fluence
rate calculated in the optical simulation. Q is the model region.
The convective heat transfer boundary conditions are assigned
on the boundary of this model region (0Q). g is the surface heat
flux; T. is the environmental temperature; and h is the convective
heat transfer coefficient. Here, h = 0.025 mW mm K™ for the dental
cement boundary, and A=0.005 mW mm™2K™ for the skull bound-
ary. Abaqus was used to compute the governing equation using the
finite element method. Linear tetrahedral element was used, and
the minimum edge length was 60 pum. The thermal conductivity (k),
heat capacity (C,) and mass density (p) of the materials are summa-
rized in Supplementary Table 3. Additional measurements using a
previously reported thermal actuator and multisensory (TAS) mod-
ule’ confirmed the thermal conductivity of essential biological and
device materials.
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Scanning electron microscopy

AnFEIQuanta 650 environmental scanning electron microscope exam-
ined the surface morphology of the u-ILED array and serpentine inter-
connectsinhigh-vacuum secondary electronmode. Anelectron beam
of 10 kV and a spot size of 3.0 were used. The surfaces of the samples
were directly exposed to the electron beam during characterization.

Animals

Animals were handled according to protocols approved by the North-
western University Animal Care and Use Committee. Wild-type C57BL/6
mice were obtained from Charles River Laboratories and bred in-house.
Adult male and female mice, aged between postnatal days 80 and
120 and weighing 20-30 g at the onset of experiments, were used in
the study. Prior to procedures, all mice were group housed, kept at
approximately 25 °Cwith 30-70% relative humidity and maintained on
astandard diet under a12-hour light and 12-hour dark cycle (lights on
at6:00or 7:00). A plasticigloo shelter and nesting materials were used
asenvironmental enrichment. Littermates were randomly assigned to
conditions. Mice were not involved in any previous procedures, and
only healthy and immunocompetent mice were used.

Stereotactic injections and device implantation

Mice were anesthetized with isoflurane (3% for induction, 1.5-2% for
maintenance) and fixed on a small animal stereotaxic frame (David
KopfInstruments) for intracranial injections. Analgesia included bupi-
vacaine, meloxicam and buprenorphine-ER. AAV1.Syn-ChrimsonR~-
tdTomato (1 x 10™ GC ml™; Addgene viral prep no. 59171-AAV]1, a gift
from Edward Boyden) or AAVS.FLEX.tdT (1 x 10" GC mI™; Addgene
viral prep no. 28306-AAVS, a gift from Edward Boyden) mixed with
AAV1.hSyn.Cre WPRE.hGH (1 x 10> GC mI™'; UPenn Viral Core, a gift
from James M. Wilson) was delivered through a pulled glass pipette
(tip diameter 7-10 um) for atotal volume of 200 nl at arate of100-150
nl minusing an UltraMicroPump (World Precision Instruments). Injec-
tion coordinates for the motor cortex, primary somatosensory cortex
(limbs), primary somatosensory cortex (trunk) and primary visual
cortex are as follows: AP: +1.5, 0.0, -1.5 and =3.0 mm; ML: + 2.0 mm;
DV: -0.5 mm. Viral vectors were expressed for 2-4 weeks before
deviceimplantation.

Deviceimplantation followed the procedure for back subdermal
implantation reported previously™. Initially, an incision was made
along the midline of the scalp to expose the skull. The FOD was posi-
tioned on the skull, aligning individual LEDs with the pre-made burred
holes for viral injections. Subsequently, another 1-cm incision was
made at the midline of the back, approximately at the T10-L1 level.
The subcutaneous fascia between the scalp and back incisions was
separated, and the wireless device was gently pulled from the scalp
incision toward the lumbar spine. Serpentine interconnectslinking the
FOD and the electronic board were routed subcutaneously through
the neck. After this, the incisions were sutured closed, and the ani-
mals were closely monitored and allowed to recover for several hours
before being returned to the colony for appropriate post-surgical
observation.

Tissue processing and histology

Mice were deeply anesthetized using isoflurane and subsequently
underwent transcardial perfusion with 4% paraformaldehyde (PFA)
dissolved in 0.1 M PBS. After perfusion, brains were post-fixed in 4%
PFAat4 °Candthenrinsed in PBS before being sectioned at a thickness
of 60 pm using a vibratome (Leica Biosystems). These sections were
then mounted onto Superfrost Plus slides (Thermo Fisher Scientific),
allowed to air dry and coverslipped using a mixture of glycerol and
TBSina9:1ratio, with Hoechst 33342 at a concentration of 2.5 pg ml™
(Thermo Fisher Scientific). Sections were scanned using an Olympus
VS120 slide scanning microscope (Olympus Scientific Solutions Ameri-
cas) to assess the areas of viral expression.

Quantitative FISH

Quantitative FISH was performed following established protocols” 7.
Hybridization chain reaction (HCR) RNA-FISH was conducted over
3 days. Mice were deeply anesthetized with isoflurane before decapi-
tation. Brains were rapidly extracted, embedded in tissue-freezing
medium and chilled on a dry ice-ethanol mixture before storage at
-80 °C. Coronal brain sections (30 pm thick) were prepared using an
Epredia NX70 Cryostat (Epredia), mounted on Superfrost Plus slides
and stored at —80 °C until processing. Frozen sections were fixed in 4%
PFA for 20 minutes at4 °C, followed by dehydrationingraded ethanol
solutions (50%, 70% and 100%, 5 minutes each). Sections were then
washed in1x PBS and dried, and tissue boundaries were outlined with
a hydrophobic pen. To reduce endogenous fluorescence, proteinase
K digestion (10 pg ml™ for 10 minutes at 37 °C) was performed. For
hybridization, 100 pl of chilled hybridization buffer was applied to
eachslice, and slides were incubated at 37 °C for 10-12 minutes in a
humidified chamber. Probe solutions (0.8 pl of each probe in 100 pl
of hybridization buffer at 37 °C) were prepared and applied to slices
before coverslipping. Hybridization was conducted overnightat 37 °C
inahumidified chamber. Coverslips were gently removed in HCR probe
wash buffer, and sections underwent post-hybridization washes with
decreasingratios of probe wash buffer to SSCT (75%, 50%, 25% and 0%)
for 15 minutes each at 37 °C. Chilled amplification buffer (200 pl per
slice) was applied for pre-amplification at room temperature (35 min-
utes). For amplification, hairpin solutions (h1and h2) were prepared by
snap cooling (95 °Cfor 90 seconds), diluted in amplification buffer (2 pl
of each hairpinin 100 pl of amplification buffer), applied to slices and
coverslipped. Incubationoccurred overnight atroom temperatureina
dark humidified chamber. Coverslips were gently removed in 5x SSCT,
and unbound probes were washed twice in fresh 5x SSCT (30 minutes
each).Slideswere dried, mounted with ProLong Gold antifade reagent
containing DAPI (Molecular Probes) and coverslipped. Mounted slides
were dried overnight before imaging, which was performed within a
few days.

Confocal images were acquired using an Olympus FV3000 con-
focal microscope or a Leica SP8 confocal microscope with x60/x63
objectives (oil immersion). Three/four-channel z-stacks (512 x 512
pixels, 0.5-pum intervals between slices) were collected, covering the
entire cortical column (layers1-6) at sites with the highest ChrimsonR
(tdTomato) expression. FISH images were analyzed using Fiji. Cortical
layers were categorized based on distance fromthe cortical surface (L1:
1-100 um, L2/3:100-300 um, L4:300-400 pm, L5a:400-500 pm, L5b:
500-700 pm, L6a:700-900 pm). All channels were thresholded, and
cellular ROIs were defined based on DAPI signals to identify cell nuclei.
Within these ROIs, FISH puncta were quantified. Cells were classified as
marker positiveifthey surpassed atranscript-specific punctathreshold
(forexample, >5 puncta per somafor Vgat' cells). Although these strin-
gent criteria minimized false-positive co-localization, they may have
underestimated populations expressing low-abundance transcripts
duetolimitationsin detecting sparse signals. For quantitative analysis
of fosand tdTomato transcripts, the integrated density of puncta within
each ROl was quantified across all experimental conditions using Fiji
(ImageJ)”. To establish thresholds for fos* and tdTomato* populations,
k-means clustering was applied, allowing separation of the grouped
population into fos”~and tdTomato*" subgroups.

Invivo electrophysiology recordings

Mice previously injected with AAV1-Syn—-ChrimsonR-tdTomato were
anesthetized with vaporized isoflurane (3% for induction, 1.5-2% for
maintenance) and fixed onasmall animal stereotaxic frame (David Kopf
Instruments). A 1.0-mm craniotomy window was opened over either
the previously injected limb or the trunk area of the somatosensory
cortex: AP: 0.0 and —1.5 mm, ML: +2 mm. A stainless steel screw (18-8
button head torx screw; McMaster-Carr, 90910A600) with an attached
length of silver wire (0.375-mm diameter; Warner Instruments, 64-1320)
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was screwed into the contralateral occiputasanelectrical reference. A
custom-made headplate was attached to the animal’s skull and fixed to
the stereotaxic frame to ensure stability during the recording.

A four-shank, 64-channel MEA (shanks spaced 250 pum apart,
electrodes spaced 50 pm vertically; NeuroNexus Technologies,
A4x16_5Smm_250-177) was inserted into the cortex through the crani-
otomy so that the bottom electrode of each shank was 750 pum below
the surface. The MEA was connected to an analog-to-digital amplifier
(Intan Technologies, C3325) that was affixed to the stereotax. The array
was oriented parallel with the midline of the mouse. The craniotomy
around the probe was covered with a mixture of mineral oil and glass
ionomer powder to mimic the optical properties of the cranium.

Asingle p-ILED was placed at the surface of the cranium at varying
distances laterally from the MEA. The p-ILED was held and manipulated
using an additional stereotaxic arm, opposite to the MEA. Distances
between each shank of the array and the p-ILED were calculated with
the Pythagorean theorem. Power to the p-ILED was provided by a preci-
sion current source (Tektronix, Inc., Keithley 6221). At each distance,
the p-ILED was stimulated with 2-ms pulses at 4 Hz for 60 seconds at
different optical irradiance. Then, 30-kHz data were simultaneously
recorded from the MEA and the current source using an Open Ephys
dataacquisitionboard with the associated software (Open Ephys, GUI
version 0.5.5)"".

All data processing and analysis were done offline in Python. For
spike analysis, stimulationand common-mode artifacts were removed
using a version of the ERAASR algorithm®. For each recording, we
started with a 7 (timepoints across recording) x C (number of chan-
nels) matrix M of continuous data. We performed principal compo-
nent analysis on the continuous data to create the component matrix
W. We removed the first four components as stimulation noise. To
avoid removing portions of signal with the noise, for each channel
Cwe created a version of the component matrix W, for the first four
components such that

ifC=c

0
We {W otherwise

We then re-projected the first four principal components using
W.tocreateartifact signal A., regressed the A original signal for chan-
nel C (M¢) using the normal equation and then subtracted it from M.

Ac=W:'M
MC = MC —Ac_lAcMc

The cleaned signal M was then acausally filtered with a
300-6,000-Hzbandpass Butterworth filter and sorted using the Kilo-
sort4 Python package’®. The results were manually inspected, and spike
templates that appeared to be noise were rejected. Direct activation
was analyzed by comparing the pre-stimulus mean firing rate for each
sorted unit withits activity 2 msimmediately after each stimulation.

To directly isolate the stimulation artifact, we recorded Chrim-
sonR™ mice while stimulating at distances of 1-5 mm, in I-mm incre-
ments (Extended Data Fig. 7a). Except for the AAV, the surgical and
recording setup was as above. The stimulation artifact ended 0.5 ms
after the stimulus ended and was completely removed by ERAASR
(Extended Data Fig. 7b). To control stimulation artifacts in the LFP
analyses (Extended Data Fig. 7c—f), we excluded 3 ms of data imme-
diately after stimulation start from analysis, based on observations
in ChrimsonR™ mice.

Experimental setup for behavioral studies

A host computer running a customized MATLAB script serves as the
integrator of our wireless device with the open-source mouse oper-
ant chamber (Sanworks, Bpod 1030, developed by Josh Sanders).

The system integration is as follows. The Bpod system comes with a
dedicated library that interfaces with MATLAB, providing access to
the sensors and actuators contained in the hardware of the operant
chamber. Forour wireless device, we developed aMATLAB library that
communicates with the NFC radiofrequency module contained within
the power distribution and control box (Neurolux, Inc., PDC Box) using
a serial interface (RS232-to-USB converter). Using this library and
the NFC reader/writer, we gained real-time control of the operation
parameters of the NFC optogenetic device, such as programmable
P-ILED stimulation patterns and intensity, frequency, pulse widths and
radiofrequency power of the PDC Box. The PDC Box drives a dual-loop
antennathat wraps around the Bpod mouse operant chamber. Imped-
ance and loading matchingbetween the radiofrequency power module
and the homemade radiofrequency antenna were controlled by an
antenna tuner (Neurolux, Inc.) to ensure efficient power transmission
and signal communication. The customized MATLAB scripts and the
multisystem integration of technologies allowed to control the state
machine of the Bpod toimplement real-time adjustment of stimulation
parameters based on behavioral feedback.

Water restriction

Mice started water restriction 5 days before training to motivate
reward-seeking behaviors. The procedure began with recording initial
body weight. Mice received 45% of the free drinking water require-
ment (2.8 ml per 30 g, daily) per Jackson Laboratory standards. The
daily water supplement was calculated as 0.45 x 2.8 x (original body
weight)/30 g. Mice were weighed and monitored daily for health sta-
tus. If body weight dropped below 85%, additional water was provided
(0.85 x original weight — current body weight). Water was dispensed in
aplastic Petridishineach home cage. During behavioral experiments,
the total daily water included both the reward from the Bpod operant
chamber and the extra amount given after sessions. Mice received
their full calculated water requirement in their home cage if they did
not engage in any reward-seeking behaviors’.

Operant conditioning

The operant conditioning paradigm involved two phases: habituation
pretraining before device implantationand stimulation training after
implantation. During pretraining, mice were acclimatized to the oper-
antchamber and trained to follow the trial structure. Each trial started
when the mouse poked the center port,and a1l0% sucrose water reward
was provided after a second poke at either the left or right port. A
whitelight atthe center port served asa‘go’ cue. As mice became more
engaged inthetask, therequired holding time at the center portgradu-
allyincreased to 1.0 second toinitiate a trial. Once animals completed
100 trials within30 minutes, they proceeded to the training phase after
device implantation. In the stimulation training sessions, poking the
center porttriggered asequential red light stimulation patternfromthe
p-ILED array, consisting of four stimulation locations (20 Hz, 2-ms pulse
width, 0.3 seconds at each location), with no inter-stimulus interval.
Thereward port remained unresponsive to premature pokes until the
stimulation sequence was complete. After the stimulation sequence,
a‘go’ cuewasgivenat the center port, and the animals were allowed to
locate rewards. Initially, each mouse was assigned a ‘target stimulation”
pattern that remained constant throughout training, always indicat-
ing a reward on the left side. Incorrect choices resulted in an air puff
punishment (<10 psi, 0.2 seconds). Mice advanced to the next task level
upon achieving an 80% success rate or completing 2,000 trials at the
currentlevel. After completing the level 1-3 tasks, animals underwent a
subset of probing/discrimination tasks with distractor stimuli designed
to test their ability to distinguish between stimulation patterns with
spatial or temporal differences. Supplementary Table 4 summarizes
thetarget and non-target/distractor stimuli used in each task, number
of sessions and related figure panels, arranged in the order fromearly
to late stages of training. No left/right port bias correction methods
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were employed. In all pretraining and training sessions, an external
red light source was used to mask non-specific optical inputs from the
environment and the FOD.

Openfield locomotion

Locomotor activity was evaluated by placing mice in an open field
arena under infrared illumination. Their movements were recorded
for 15 minutes at 25 frames per second using a Raspberry Pi camera.
To analyze locomotion, the animal’s position—determined by its body
center—was tracked using ToxTrac®, which was then used to quantify
the velocity, acceleration and exploration rate during the session.

Microscale computed tomography imaging

An animal implanted with the wireless optogenetic stimulator was
euthanized andimaged witha preclinical microscale computed tomog-
raphy (microCT) imaging system (Mediso, nanoScan scanner). Data
acquisition parameters include medium magnification, 33-pum focal
spot, 1x1binning and 720 projection views (300-ms exposure time)
over a full circle. Reconstruction of the projection data used a voxel
size of 68 pm and post-processed with Mediso Nucline (version 2.01).

Statistics and reproducibility

Required sample sizes were estimated based on previous publica-
tions and experience”’**, At least two independent internal replica-
tions are included in the study. The number of biological replicates,
trials and animals is reported in the figure legends. Animals were
randomly assigned to treatment groups, and no data were excluded
from analyses. The investigators were not blinded to allocation during
experiments and outcome assessment, as all metrics were quantified
and analyzed using automated pipelines applied identically across
experimental groups. Group statistical analyses were done using
GraphPad Prism version 7 (GraphPad Software). All data are expressed
as mean + s.e.m., box-and-whisker plots (minimum, first quartile,
median, third quartile and maximum) or individual plots. Statisti-
cal significance was determined by one-sample ¢-test for one-group
comparison versus 0.5 and two-tailed Student’s t-tests for two-group
comparisons, and one-way or two-way ANOVA tests were used for
normally distributed data, followed by post hoc analyses for multiple
group comparisons, as noted in the legends. P < 0.05 was considered
statistically significant.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability

Raw data generated during the present study are available from the
corresponding authors upon reasonable request. The analyzed data
areavailableathttps://doi.org/10.5281/zenodo0.14880024 (ref.82). Data
supporting the findings of this study are included within this paper
and its Supplementary Information files. Source data are provided
with this paper.

Code availability

All computer code and customized software generated during and/
or used in the present study are available at https://doi.org/10.5281/
zeno0do.14880024 (ref. 82).
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Extended Data Fig. 1| Device fabrication and assembly. (a) Left, schematic
illustration of the circuit base of the electronic module of the device using
three-layer flexible printed circuit board (fPCB). Right, images of the fPCB for
the electronic module. Scale bar: 5 mm. (b) Left, schematic illustration of the
assembly of electronic components on the fPCB of the electronic module using
hot-air soldering. Right, images of the electronic module after hot-air soldering
of electronic components. (c) Left, schematicillustration of the circuit base of
the FOD using three-layer fPCB. Right, magnified view of the soldering site for
the p-ILED with solder paste. Scale bar: 500 pm. (d) Left, schematic illustration
ofthe FOD after hot-air soldering of the p-ILEDs. Right, magnified view of the
soldered p-ILED. (e) Left, schematic illustration of the serpentine traces of the

device using a five-layer fPCB. Right, image of the serpentine traces on the fPCB.
Scale bar: 5 mm. (f) Left, image of the serpentine traces after laser ablation from
the fPCB substrate. Right, scanning electron microscopic (SEM) image of the
serpentine traces from lateral view. The experiment was repeated independently
on3serpentine traces. Scale bar: 300 um. (g) Schematic illustration of the final
assembly of the electronic module, serpentine traces, and FOD. (h) Image of the
final device after assembly. (i) Schematicillustration of the mold used for final
silicone (Ecoflex 00-30) coating after parylene-C encapsulation. (j) Photograph
of the device during mold casting of silicone. (k) Image of a fully encapsulated
deviceready for in vivo experiments.
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Extended Data Fig. 2| Geometric optimization, numerical modeling,

and experimental characterizations of serpentine interconnect. (a) Left,
geometric model of structures surrounding the serpentine interconnect. Right,
calculation of the applied strain on the serpentine and equivalent strain on the
Cu-based serpentine conductive traces. (b) Layered structure of the serpentine
materials relative to the neutral mechanical plane. Left: 2-Cu-layer design;
right: 3-Cu-layer design. (c) Equivalent strain distribution on copper traces
with13% applied strain. (d) When a certain strain is applied to the serpentine
interconnect, a certain copper unit on the trace shows the highest equivalent
strainamong all units. Summary graph showing this highest equivalent strain
versus applied strains. Equivalent strain for copper plastic deformation equals
0.3%. (e) Geometric parameters that affect the stretchability of the serpentine
interconnects. (f) Serpentine design examples with different gap widths and
radius. (g) Contour map summarizing the stretchability as a function

of normalized gap width and radius. Stretchability: maximal applied strain
without causing plastic deformation on copper-based conductive traces.

(h) Average elongation of the gap when the serpentine interconnect is stretched.

(i) Elongation of the gap results in principal strain on the elastomer, causing
potential encapsulation defects. (j) Design 1& 2: prototypes, not guided by

numerical modeling; Design 3, optimized layer structure with preliminary
modifications of gap width and connecting regions; Design 4, optimized layer
structure and geometry guided by numerical modeling. (k) Equivalent strain
onthe Cu-based conductive traces versus applied strain on the serpentine
interconnect for the four designs. Dashed line: Equivalent strain threshold for
plastic deformation on the copper traces. (I) Finite element analysis (FEA) of
equivalent strain on the optimized serpentine interconnect under stretching
(left) and bending (middle). Right, the equivalent strain on the FOD when flexed
to the curvature of the skull. Scale bar: 10 mm. (m) Schematic illustration of

the benchtop validation of the modeling outcomes using cyclic stretching and
bending tests of devices integrated on artificial skinimmersed in saline.

(n) Summary data showing normalized conductance loads on individual p-ILEDs
for 20k cyclesin cyclic stretching and bending tests. n = 21 pairs of traces from 3
devices for design1; n =27 pairs of traces from 3 devices for design 2; n = 26 pairs
oftraces from 3 devices for design 3; n = 20 pairs of traces from 3 devices for
design 4. Data are presented as mean + s.e.m. (0) Summary data for stable cycles
where the devices maintain constant resistance during stretching and bending.
n=3devices. Dots represent individual devices. (p) Images showing devices in
operationin the Bpod chamber, 32 days after implantation.
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Extended Data Fig. 5| Numerical and experimental assessments of heat
accumulation to guide stimulation parameters. (a) Left, image of micro-
fabricated thermistor for measuring temperature; middle, schematic illustration
of the experimental setup for measuring heat accumulationin the structures
surrounding the optical-neural interface; right, image of experimental setup,
with wires connected to the thermistors to collect resistance value. Scale bar:
500 um. (b) Calibration curves of thermistors used in this study for measuring
the temperature increase on the surface of skull (left), on the surface of brain
(middle), and below the p-ILED (right). Each dot represents one resistance
measurement at one temperature measurement. The best-fit line represents
thelinear regression between resistance and temperature. n = 1 representative
thermistor at each location (skull, brain, or p-ILED). (¢) Simulated (Top) and
measured (bottom) results of temperature increase below the p-ILED for 3 s
p-ILED operation. The temperature increases in a 20 x 300 x 300 pm?volume,
100 pm below the p-ILED surface, was output from the numerical model. The
thermistor was manually placed and adhered to the p-ILED surface, followed by

acomplete procedure of p-ILED array fabrication. Measured data are presented
asmean +s.e.m. n = 3technical replicates. Technical replicates are included

to account for fluctuations in environmental temperature. (d) Left, simulated
maximal temperature increases on the skull surface during p-ILED operation
with10% duty cycle at varying frequencies. Right, same as left, but for varying
duty cycles at 10 Hz. The finite element node with maximal temperature increase
(max. node) was selected for plotting. (e) Same as (d), but for brain surface.

(f) Left, measured temperature increases on the skull surface during p-ILED
operation with10% duty cycle at varying frequencies. Right, same as left, but for
varying duty cycles at 10 Hz. (g) Same as (f), but for brain surface. (h) Heatmap
showing simulated heat production during a single p-ILED operation in air at
100% duty cycle and 1.93 mW power for 10 s. Left, fPCB array patch without
modification. Right, fPCB array patch coated with100 um Cu on the rear side.

(i) Simulated temperature increases with or without device surface modification
with100 um Cu.
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Extended Data Fig. 6 | Opsin expression and surgical procedures. vglutl, and vgat transcriptsin cortical column of somatosensory cortex limb
(a) Representative images of ChrimsonR expression in the targeted cortical representation.L1,1to100 pm, L2/3,100 to 300 pm, L4, 300 to 400 pm, L5a,
regions from one mouse. The experiment was repeated independently on 8 4000500 pm, L5b, 500 to 700 pm, L6a, 700 to 900 pum. Scale bar, 25 pum. The
animals. (b) Heatmap showing the spread of viral expression across cortical experiment was repeated independently on 16 brain slices from 4 animals.
regions. n =8 animals. (c) Example image showing the distribution of tdT, (d) Schematicillustration of critical steps of surgical implantation.
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Extended Data Fig. 7| Extracellular recording in ChrimsonR-negative mice
and evoked local field potentials (LFPs) in ChrimsonR-positive mice.

(a) Schematic of in vivo extracellular electrophysiology recordingsin
ChrimsonR-negative mice. (b) Left, raw recording traces showing the electrical
artifacts during the stimulation period at different distances (1,000-5,000 pm)
from p-ILED. Right, processed traces using a custom-modified version of the
Estimation and Removal of Array Artifacts via Sequential Principal Components
Regression (ERAASR) algorithm. Lines and shaded areas represent mean + s.e.m.
(c) Schematic of the in vivo extracellular electrophysiology recording setup

u-ILED input current (mA)

for evoked LFPs in ChrimsonR positive mice. (d) Traces showing evoked LFPs
averaged across all electrodes of the MEA at different distances from the p-ILED
withvarying input optical power. Lines and shaded areas represent mean + s.e.m.
(e) Summary of evoked LFP magnitudes at different distances from the p-ILED
under varying input optical power levels. Lines represent the mean from all
electrodes, and dots indicate individual electrode measurements. (f) Same as
(e), but for latency to valley in LFP waveforms. Dots represent individual
electrodes; lines indicate the mean.
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Extended Data Fig. 8| Operant learning performance, reaction time analysis,
and open-field locomotion analysis. (a) Number of sessions of 100 trials each
across three levels of the task to reach the criterion of 80% success rate for
animals expressing ChrimsonR (session median Level 1-12, Level 2-6, Level 3-12).
One-way ANOVA, p = 0.5750, F (2, 28) = 0.5645; Sidak’s multiple comparisons
test, Level1vs Level 2, p = 0.7258; Level 2 vs Level 3, p = 0.7596; Level 1 vs Level 3,
p>0.9999; Level 1, n =11 animals; Level 2, n =10 animals; Level 3, n =10 animals.
Dataare presented as mean +s.e.m. Dots represent individual animals.

(b) Summary data showing the total training length to complete Levels

1-3 and the number of sessions per day. Dark orange, group average; pale
orange, individual trajectories; symbols mark the day individual animals

Reaction time (s)

reached criterion. (c) Timeline from water restriction to the end of training.
Open-field locomotion was measured at the start of water restriction, before
device implantation, and 2, 5, and 10 days post-implantation. (d) Left, average
movement speed in an open-field arena across days, one-way ANOVA, F (1.739,
5.217) =1.632, p = 0.2773.Middle, same as left, but for acceleration, one-way
ANOVA, F (2.154, 6.461) = 2.358, p = 0.1693. Right, same as left, but for exploration
rate, one-way ANOVA, F (1.497,4.491) = 3.271, p = 0.1354. Box plots show median
(line), 25th and 75th percentiles (bounds of box), minimum and maximum values
(whiskers). n =4 animals. (e) Scatter plots showing reaction times in all trials for
the Level 3 task as a function of total cortical distance between stimulated digits.
(f) Summary data of cumulative distributions of reaction times for all animals.
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Extended Data Fig. 9 | Spatiotemporal analysis of behavioral trajectories

for individual animals. (a) Line plots showing success rate as a function of
spatial distance for 10 individual animals in the Level 3 task. The number of
trials with correct or incorrect choices in each bin of spatial distance is plotted
inthe histogram. (b) Heatmap showing success rate for randomized non-target

Stimulation d (mm)

sequences grouped by specific stimulation locations at the first to the fourth
stimulation digit in 10 ChrimsonR expressing animals. Red squaresindicate the
target stimulation sequence for each animal. (c) Two-sided Pearson’s correlation
analysis of spatial distance and success rate based on stimulation digit for
individual animals. Dashed lines indicate 95% confidence intervals.
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Extended Data Fig. 10 | Cue-discrimination of varying spatiotemporal
patterns. (a) Left, schematic illustration of probing sequences with 75%

(3 stimulation digits) and 50% similarity (2 stimulation digits) to the target
sequences. Right, summary datashowing the success rate of all probing sessions
from all animals. 75% overlap, 0.6077 + 0.0146; 50% overlap, 0.7312 + 0.0203;
Two-sided unpaired t-test, p < 0.0001. 75% overlap: n = 75 sessions from 5 animals;
50% overlap: n = 41sessions from 5 animals. (b) Left, schematic illustration of
probing experiments with reversed sequences. Right, summary data showing
success rate of all probing sessions from all animals, 0.7347 + 0.00338; One
samplet-test vs 0.5, p < 0.0001; n = 15 sessions from 5 animals. (c) Schematic
illustrating single site stimulation task for mice to discriminate neighboring
stimulation either on the same hemisphere or on the contralateral hemisphere.
(d) Left, example of target (stimulation on a single cortical region) and non-target
stimulation on a neighboring site. Middle, summary data showing discrimination
performance on neighboring stimulation sites. Ipsilateral, 0.6151 + 0.0168; one
sample t-test vs 0.5, p < 0.0001; n = 58 sessions from 5 animals. Contralateral,
0.7081+ 0.0257; one sample t-test vs 0.5, p < 0.0001; n = 20 sessions from 3
animals; Two-sided unpaired t-test, ipsi vs contra, p = 0.0053. Right, summary
datashowing discrimination of ipsilateral neighboring stimulation, 1st column
(motor vslimb), 0.6788 + 0.0542; one sample t-test vs 0.5, p = 0.0132. 2nd column
(limb vs trunk), 0.6147 + 0.0471; one sample t-test vs 0.5, p = 0.0288. 3rd column
(trunk vs visual), 0.6007 + 0.0149; one sample t-test vs 0.5, p < 0.0001. One-way
ANOVA, Sidak’s multiple comparisons test, 1st vs 2nd column, p = 0.5884; 1st

vs 3rd column, p = 0.3287; 2nd vs 3rd column, p = 0.9792. (e) Left, example
ofatarget and a non-target stimulation, where one digit was switched toa
neighboring site. Middle, summary data showing no significant difference
indiscrimination performance when the switched neighboring digit wasin
theipsilateral or contralateral hemisphere. Ipsilateral, 0.6132 + 0.0239; one
sample t-test vs 0.5, p < 0.0001; n = 24 sessions from 3 animals. Contralateral,
0.5935 + 0.0249; one sample t-test vs 0.5, p = 0.0013; n = 20 sessions from 3
animals; Two-sided unpaired t-test, ipsi vs contra, p = 0.5742. Right, summary
datashowing discrimination performance when the switched digit was in the
ipsilateral hemisphere, 1st column (motor vs limb), 0.5930 + 0.0462; one sample

t-testvs 0.5, p = 0.0786.2nd column (limb vs trunk), 0.6600 + 0.0620; one
sample t-test vs 0.5, p = 0.0494. 3rd column (trunk vs visual), 0.6022 + 0.0196;
onesample t-test vs 0.5, p = 0.0008. One-way ANOVA, Sidak’s multiple
comparisons test, 1st vs 2nd column, p = 0.6523; 1st vs 3rd column, p = 0.9978;
2nd vs 3rd column, p = 0.7640. (f) Left, example of a target stimulation for mice
to discriminate the target against each individual digit within it. Right, summary
data of performance, 1st stim. (target vs st digit of the target), 0.6893 + 0.0196;
onesample t-test vs 0.5, p < 0.0001. 2nd stim., 0.7911 + 0.0703; one sample t-test
vs 0.5, p=0.0033.3rd stim., 0.7600 + 0.0428; one sample t-test vs 0.5, p = 0.0017.
4thstim., 0.9020 + 0.0132; one sample t-test vs 0.5, p < 0.0001. One-way ANOVA,
Sidak’s multiple comparisons test, 1st vs 2nd stim., p = 0.3006; 1st vs 3rd stim.,

p =0.8439; Ist vs 4th stim., p = 0.0164; 2nd vs 3rd stim., p = 0.9991; 2nd vs 4th
stim., p=0.6932; 3rd vs 4th stim., p = 0.5151. (g) Left, example of a target for mice
to discriminate the target against its first digit, with the initiation site across all
cortical regions. Right, summary data of performance, motor (target initiates
from the motor cortex), 0.7000 + 0.0397; one sample t-test vs 0.5, p = 0.0005.
somalimb, 0.6355 + 0.0539; one sample t-test vs 0.5, p = 0.0031. somatrunk,
0.6625+0.0309; one sample t-test vs 0.5, p < 0.0001. visual, 0.7497 + 0.0339;
onesamplet-test vs 0.5, p < 0.0001. One-way ANOVA, Sidak’s multiple
comparisons test, motor vs somalimb, p = 0.8672; motor vs somatrunk,

p =0.9840; motor vs visual, p = 0.9414; somalimb vs somatrunk, p = 0.9972;
somalimb vs visual, p = 0.2442; somatrunk vs visual, p = 0.4324.

(h) Left, example showing mice discriminate stimulations on the same site with
different durations. Right, summary data of performance. 0.3 s (1.2 starget vs
0.3slike-target), 0.7256 + 0.0384; one sample t-test vs 0.5, p = 0.0004.0.6 s,
0.7088 + 0.0396; one sample t-test vs 0.5, p = 0.0012.0.9 s, 0.6087 + 0.0642; one
sample t-test vs 0.5, p < 0.0001. One-way ANOVA, Sidak’s multiple comparisons
test,0.3svs0.6s,p=0.9503;0.3svs0.9s,p=0.0003;0.6svs0.9s,p=0.0031.
All data are presented as mean + s.e.m. Dots represent individual sessions of 100
trials. *p <0.05, **p < 0.01, **p < 0.001, ***p < 0.0001 for two-sided t-test and
multiple comparisons. *p < 0.05, *p < 0.01, ***p < 0.001, ****p < 0.0001 for
one-sample t-test vs 0.5.
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Statistics

For all statistical analyses, confirm that the following items are present in the figure legend, table legend, main text, or Methods section.
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The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement
A statement on whether measurements were taken from distinct samples or whether the same sample was measured repeatedly

The statistical test(s) used AND whether they are one- or two-sided
Only common tests should be described solely by name; describe more complex techniques in the Methods section.

A description of all covariates tested
A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons

A full description of the statistical parameters including central tendency (e.g. means) or other basic estimates (e.g. regression coefficient)
AND variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)

For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted
Give P values as exact values whenever suitable.

For Bayesian analysis, information on the choice of priors and Markov chain Monte Carlo settings

For hierarchical and complex designs, identification of the appropriate level for tests and full reporting of outcomes
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Estimates of effect sizes (e.g. Cohen's d, Pearson's r), indicating how they were calculated

Our web collection on statistics for biologists contains articles on many of the points above.

Software and code

Policy information about availability of computer code

Data collection  ABAQUS (ABAQUS Analysis User’s Manual, 2020, Dassault Systemes Simulia Corp) was used for mechanical and thermal simulation.
COMSOL (COMSOL 6.0, equation Based Modeling User’s guide) was used for electromagnetic and optical modeling.
Integrating sphere photodiode power meter (S140C, Thorlabs Inc. Newton, NJ) and a calibrated power meter (PM100D, Thorlabs Inc.) were
used to collect optical light intensity.
Digital multimeter (USB-4065, National Instruments, Austin, TX) was used to collect resistance changes in the thin-film thermistor.
An FEI Quanta 650 environmental scanning electron microscope was used to examine the surface morphology of the p-ILED array and
serpentine interconnects.
Mediso Nucline v2.01 was used to collect MicroCT imaging data.
Olympus VS120 system (Olympus Scientific Solutions Americas) was used to collect histological images.
Confocal images were acquired using an Olympus FV3000 confocal microscope or a Leica SP8 confocal microscope with 60x/63x objectives (oil
immersion).
30-khz continuous extracellular activity was simultaneously recorded from the multielectrode array and the current source using an
OpenEphys data acquisition board with their provided software (OpenEphys, GUI version 0.5.5).
The open-source mouse operant chamber (Bpod, Sanworks LLC, NY, developed by Josh Sanders) was used to collect operant learning results.
Matlab (R2023a, MathWorks, Natick, MA) was used to control Bpod and the near field communication protocols.

Data analysis Group statistical analyses were done using GraphPad Prism 7 software (GraphPad, LaJolla, CA).
All image data were processed by using FlJI (ImageJ 1.52p) (Schindelin et al., 2012).
MicroCT imaging data were processed with Amira v2020.2.
Electrophysiology data, operant learning performance, and behavioral analyses were done with Python 3.9 (Python Software Foundation).
For spike analysis, stimulation and common-mode artifacts were removed using a version of the ERAASR algorithm (Pachitariu et al., 2024).
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The cleaned signal was then acausally filtered with a 300-6,000 Hz bandpass Butterworth filter and sorted using the Kilosort4 Python package
(Siegle et al., 2017).
All computer code and customized software generated during and/or used in the current study are available at 10.5281/zenodo.14880024.

For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors and
reviewers. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Portfolio guidelines for submitting code & software for further information.

Data

Policy information about availability of data
All manuscripts must include a data availability statement. This statement should provide the following information, where applicable:

- Accession codes, unique identifiers, or web links for publicly available datasets
- A description of any restrictions on data availability

- For clinical datasets or third party data, please ensure that the statement adheres to our policy

Raw data generated during the current study are available from the corresponding author on reasonable request. The analyzed data are available at
doi.org/10.5281/zenod0.14880024. Source data that support the findings of this study are included within this paper and its Supplementary Information files.

Research involving human participants, their data, or biological material

Policy information about studies with human participants or human data. See also policy information about sex, gender (identity/presentation),
and sexual orientation and race, ethnicity and racism.

Reporting on sex and gender No human participants are involved in this study.

Reporting on race, ethnicity, or No human participants are involved in this study.
other socially relevant

groupings

Population characteristics No human participants are involved in this study.
Recruitment No human participants are involved in this study.
Ethics oversight No human participants are involved in this study.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Field-specific reporting

Please select the one below that is the best fit for your research. If you are not sure, read the appropriate sections before making your selection.

|X| Life sciences |:| Behavioural & social sciences |:| Ecological, evolutionary & environmental sciences

For a reference copy of the document with all sections, see nature.com/documents/nr-reporting-summary-flat.pdf

Life sciences study design

All studies must disclose on these points even when the disclosure is negative.

Sample size Required sample sizes were estimated based on previous report of published results and our past experience performing similar experiments.
No statistical methods were used to pre-determine sample sizes but our sample sizes are similar to those reported in previous publications
(Shin et al, 2017; Wu et al, 2021; Yang et al, 2021; Wu et al, 2022).

Data exclusions  No data were excluded from the analysis.

Replication The number of replicates for each experiment were reported in the paper and the method section. All experiments were repeated at least
twice. All attempts at replication were successful.

Randomization  Animals were randomly assigned to treatment groups. All samples were randomly assigned to experimental groups.

Blinding Blinding was not relevant to the study, as all metrics were quantified and analyzed using automated pipelines applied identically across
experimental groups.

Reporting for specific materials, systems and methods

We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material,
system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response.
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Materials & experimental systems Methods

Involved in the study n/a | Involved in the study
Antibodies [ ] chip-seq
Eukaryotic cell lines |:| Flow cytometry
Palaeontology and archaeology |:| MRI-based neuroimaging
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Policy information about studies involving animals; ARRIVE guidelines recommended for reporting animal research, and Sex and Gender in
Research

Laboratory animals Wild-type C57BL/6 mice were obtained from Charles River (Wilmington, MA) and bred in-house. Adult male and female mice, aged
between postnatal days 80 to 120 and weighing 20 to 30 g at the onset of experiments, were used in the study.

Wild animals No wild animals were used in the study.

Reporting on sex Sex was not considered in the study design. Male mice were used in the operant learning experiment. Approximately equal numbers
of males and females were used in other experiments.

Field-collected samples  No field collected samples were used in the study.

Ethics oversight Animals were handled according to protocols approved by the Animal Care and Use Committees at Northwestern University.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Plants

Seed stocks N/A

Novel plant genotypes ~ N/A

Authentication N/A
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